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Ethernet Virtual Private Networks (EVPN)
for Data Center Interconnect and other Applications

Tutorial
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Introduction

Ethernet VPN delivers next-generation business, cloud, video and 
mobile transport services, including those applicable to 5G, in a 

way that ensures optimal customer experience by means of world 
class flexible, efficient and highly resilient services.

This tutorial goes through the market drivers, technology 
overview and key use cases of EVPN services.
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Agenda 1. Ethernet VPNs and Market Drivers

2. EVPN Concepts and Service Interfaces

3. EVPN Use-Cases

4. Technology Deepdive

5. Network Virtualization Overlay with EVPN

6. Conclusion

Topics
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Ethernet VPNs and Market Drivers
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Ethernet VPN Service Revenues

ÅWith more than $70B predicted by 2020, Ethernet 
technology and services continues to be a huge 
industry-wide source of revenue 

ÅSignificant growth in cloud infrastructure build-up
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IP VPN Service Revenues

Å > $30B by 2020, IP VPN 
services continue to be a 
key revenue source
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Å EVPN agility
ï Simplicity ςhƴŜ ǘŜŎƘƴƻƭƻƎȅ ŦƻǊ ǘƻŘŀȅΩǎ ŀƴŘ ŦǳǘǳǊŜ ǎŜǊǾƛŎŜǎ

ï Enables Scalable, Flexible and Seamless connectivity across the datacenter and WAN
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Cloud and DCI*

Á Unified architecture for 
VPN and cloud based 
services

Á Cloud and DCI de - facto 
standard for seamless 
connectivity

Á Higher efficiency, scale, 
maximum flexibility and 
greater control

Evolution
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Cloud-based Data Center Interconnect

Å Data Center Interconnect (DCI) at L2/L3 extends connectivity between data centers and from the data 
center to end users

Å Infonetics estimates that routers for DCI will make up between 5% and 10% of the overall router market 
over the next few years [Router and Switch Vendor Leadership ςGlobal Service Provider Survey June 30, 
2015, page 6]
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EVPN Concepts and Service Interface Overview
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EVPN Concepts (ESI, E-Tag, EVI, Χύ
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Control Plane learning
PEs Advertise MAC Addresses and Next 
Hops from connected CEs using MP-BGP

Data Plane learning
Dynamic or Static (Provisioned), 
Management Protocol

Customer Edge (CE)
Host, Router or Switch

EVPN Instance (EVI)
Identifies a VPN

Ethernet Tag
Broadcast or Bridge 
Domain in the EVI

Data Plane encapsulation
MPLS or IP

Ethernet Segment Identifier (ESI)
Identifies all links that connect a given 
CE to the PEs (ESIs are unique across 
the network)

All-Active Mode
Multihomed, two or more active PEs

Single-Active Mode
Multihomed, one active PE
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EVPN Service Interface Overview
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EVPN Technology Benefits

What requirements does EVPN address

Å Support All-Active multi-homing

Å Minimizes flooding of BUM traffic / 
improve Learning

Å Improves convergence using aliasing

Å Support optimized VM mobility

Å Allows fine grained, policy driven 
control on route advertisement control

Å Integrate with next generation of 
transport technologies (e.g.  VXLAN/IP)

Å Simplified deployment with a single 
VPN technology for L3 and L2 VPNs

How �]�•�����s�W�E�������š�š���Œ���š�Z���v���š�}�����Ç�[�•���š�����Z�v�}�o�}�P�Ç
Å EVPN provides ability to program remote 

MAC-addresses in the control plane using 
BGP as the transport protocol

Å Data plane learning is limited to PE-CE

Å Protocol natively supports multi-homing, 
resiliency, MAC mobility and L3 aware 
inter-subnet routing features

Å Supports integrated routing and bridging 
solution with MAC/IP reachability across  
different VLAN


