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Notice

The Broadband Forum is a npnofit corporation organized to create guidelines for broadband
network system development and deployment. This Broadband Forimida& Report has

been approved by members of the Forum. This Broadband Forum Technical Report is not
binding on the Broadband Forum, any of its members, or any developer or service provider. This
Broadband Forum Technical Report is subject to changenbytvith approval of members of

the Forum. This Technical Report is copyrighted by the Broadband Forum, and all rights are
reserved. Portions of this Technical Report may be copyrighted by Broadband Forum members.

This Broadband Forum Technical Repisrprovided AS IS, WITH ALL FAULTSANY
PERSON HOLDING A COFRIGHT IN THIS BROADBAND FORUM TECHNICAL
REPORT, OR ANY PORTN THEREOF, DISCLAIMS TO THE FULLEST EXENT
PERMITTED BY LAW ANY REPRESENTATION OR WRRANTY, EXPRESS OR
IMPLIED, INCLUDING, BUT NOT LIMITED TO, ANY WARRANTY:

(A) OF ACCURACY, COMPLEENESS, MERCHANTABILITY, FITNESS FOR A
PARTICULAR PURPOSENON-INFRINGEMENT, OR TITLE;

(B) THAT THE CONTENTS OFTHIS BROADBAND FORUMTECHNICAL REPORT
ARE SUITABLE FOR ANYPURPOSE, EVEN IF THA PURPOSE IS KNOWN D
THE COPYRIGHT HOLDER,;

(C) THAT THE IMPLEMENTATION OF THE CONTENTSOF THE TECHNICAL
REPORT WILL NOT INFRNGE ANY THIRD PARTY PATENTS, COPYRIGHTS,
TRADEMARKS OR OTHERRIGHTS.

By using this Broadband Forum Technical Report, users acknowledge that implementgtion ma
require licenses to patents. The Broadband Forum encourages but does not require its members
to identify such patents. For a list of declarations made by Broadband Forum member
companies, please setp:/www.broadbandorum.org No assurance is given that licenses to
patents necessary to implement this Technical Report will be available for license at all or on
reasonable and nediscriminatory terms.

ANY PERSON HOLDING ACOPYRIGHT IN THIS BROADBAND FORUM TECHNICAL
REPORT, OR ANY PORTN THEREOF, DISCLAIM5 TO THE FULLEST EXENT
PERMITTED BY LAW (A) ANY LIABILITY (INCLU DING DIRECT, INDIRECT, SPECIAL,
OR CONSEQUENTIAL DAMAGES UNDER ANY LEGALTHEORY) ARISING FROMOR
RELATED TO THE USE & OR RELIANCE UPON HIS TECHNICAL REPORTAND (B)
ANY OBLIGATION TO UPDATE OR CORRECT THISECHNICAL REPORT.

Broadband Forum Technical Reports may be copied, downloaded, stored on a server or
otherwise redistributed in their entirety only, and may not be modified withoetativance
written permission of the Broadband Forum.

The text of this notice must be included in all copies of this Broadband Forum Technical Report.
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Executive Simmary

TR-198is a component of the DQS (DSL Quality Suite) which is aigainginitiative of the

Broadbau Forum to identify the building blocks (reference features and tools, equipment and
system requirements, network strategies and practices) to be used by manufacturers and Service
Providers to develop solutions that enablegebve and efficient maintenae of broadband

lines and services.

DSL Quality Management (DQM) encompasses a range of techniques that seek to monitor,
analyse and improve performance and/or stability of a DSL line or a group of DSL lines.

Generally speaking this is based on theofwihg DQM loop:

v N

Monitoring = Analysis and Diagnosis = Corrective Action

This concept can be applied to operational phases like Provisioning and Assurance typically
targeting a single DSline. DQM techniques can be conceived also for the Trend Analysis phase
encompassing groups of DSL lines and aggregatiddetwork ElementsNES). Finally DQM

can also feed the Network or the Infrastructure Planning phases which again involve wide
portions of the access network.

A functional architecture for DQM is described and the interfaces required between functional
blocks identified. DQM systems require the collection of performance, status, test and other data
which is analysed to enable decisions craefiguration or other actions to be made. The

detailed requirements for a data collection function and thganss to it are given and

encompass the data to be collected, the mechanism for collection and the performance of the
interfaces.

Other functions and interface$the DQM loop aboveare described as well.
Updates for Issue 2 include:
Issue 2 adds adibnal DCF requirements and updates others in order to improve their definition.

Additions have also been made to the Profile Configuration Function and more Profile
Configurationusecases have been defined.
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1 Purposeand Scope

1.1 Purpose

The DSL Quality Sué (DQS) iscomposedf several documents which encompass various
topics in the field of ensuring the quality and stability of DSL lines, i.e. DSL Quality
Managemen{DQM).

DQM is a generic term for techniques which use DSL line performance, statustatatdeand

other data as inputs to an analysis and diagnosis function which leads to a potential (soft or hard)
corrective action whose aim is the amelioration of problems or improved perforrifamce.

problem cannot be solved by a new set of DSL param#ten DQM provides a diagnosis for

other actions to be taken.

DQM is also useful for spectral compatibility, in particular the DQM system can identify and
help ameliorate incompatibilities between multiple lines under its management.

TR-198specifies the architecture, and the functional and performance requirements for DQM
systems.

1.2 Scope

TR-198provides an architecture that identifies the key functions of a DQidmyand the

external functions on which it depends and to which it delivers its output. The requirements for
each functional block are given. Interfaces between the functional blocks and between the
functional blocks and the external functions are idiecti Existing standards that are relevant to
these interfaces are indicated and the need for new standardized interfaces identified.
Requirements on the interfaces are listed.

TR-198encompasses:

1 definition of the functional architecture of a DQM system

1 high level description of the interfaces of a DQM system

1 detailed specification of the functional and performance requirements for the Northbound
interface of the Data Collection Function within a DQM system

1 requirements for the Southbound interface for the Data Collection Function within a
DQM system

1 specification of the performance requirements for the BIQIof a Network Element

within a DQM system

high level description and requirements of other functioitisinva DQM system

detailed specification of the functional requirements for the Northbound interface of the

Profile Configuration Function within the DQM system

= =

TR-198is focused on DSL technologies that emerently addressed by G.9972B]. Extension
to SHDSL is for further study.
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2 References andrerminology
2.1 Conventions

In thisTechnical Reportseveral words are used to signify tequirements of the specification.
These words are always capitalized. More information can be found be in RF(®P119

MUST This word, or the term “REQUI
absolute requirement of the spgmation.

MUST NOT This phrase means that the definition is an absolute prohibition of
specification.

SHOULD This word, or theerm® RECOMMENDED” , means
exist valid reasons in particular circumstances to ignore this item,
the ful implications need to be understood and carefully weighed
before choosing a different course.

SHOULD NOT This phrase, or the phrase "NOT RECOMMENDED" means that t
may exist valid reasons in particular circumstances when the part
behaviouris acceptable or even useful, but the full implications nee
to be understood and the case carefully weighed before implemer
anybehaviourdescribed with this label.

MAY This word, or thegerm® OPTI ONAL”, means th
an allowed set ofleernatives. An implementation that does not
include this option MUST be prepared to intgrerate with another
implementation that does include the option.

2.2 References

The following references are of relevance to Treshnical ReportAt the time of publication,
the editions indicated were valid. All references are subject to revision; userskdc¢hisgcal
Reportare therefore encouraged to investigate the possibilépplying the most recent edition
of the references listed below.

A list of currently valid Broadband Forum Technical Reports is publishesvat broadbane
forum.org

Document Title Somen  Mesr
[ ITSZleOg ADSL2/ADSL 2plus Functionality Test Plan BBF o0n
[2] TR-114 VDSL?2 Performance Test Plan BE 2009
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[3] TR-115
Issue 2

[4] TR-130

[5] TR-138
[6] TR-176
[7] TR-252

Issue 2
[8] RFC 1213
[9] RFC 2119

[10] RFC 2662
[11] RFC 2863
[12] RFC 3440
[13] RFC 4133
[14] RFC 4706
[15] RFC 5650
[16] G.992.1
[17] G.992.2
[18] G.992.3
[19] G.992.4
[20] G.992.5
[21] G.993.2
[22] G.996.2
[23] G.997.1
[24] M.3000
[25] M.3010
November2012

VDSL2 Functionality Test Plan

xDSL EMS to NMS Interface Functional
Requirements

Accuracy Tests for Test Parameters
ADSL2Plus Configuration Guidelines for IPTV
xDSL Protocolindependent Management Model

MIB-II

Key words for use in RFCs to Indicate Requireme
Levels

Definitions of Managed Objects for the ADSL Line
The Interfaces Group MIB

Definitions of Extension Managed Objects for AD¢
Entity MIB (Version 3)

Definitions of Managed Objects for ADSL2
Definitions of Managed Objects for VDSL2

Asymmetric digitakubscriber line (ADSL)
transceivers

Splitterless asymmetric digital subscriber line
(ADSL) transceivers

Asymmetric digital subscriber line transceivers 2
(ADSL2)

Splitterless asymmetric digital subscriber line
transceivers 2 (splitterless ADSL2)

Asymmetric Digital Subscriber Line (ADSL)
transceivers Extended bandwidth ADSL2
(ADSL2plus)

Very high speed digital subscribend transceivers Z
(VDSL2)

Singleended line testing for digital subscriber lines
(DSL)

Physical laye management for digital subscriber
line (DSL) transceivers

Overview of TMN Recommendations
Principlesfor a telecommunications management
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network

[26] ATIS- ATIS DSM Technical Report ATIS 2007

0600007

[27] GR-831 OTGR Section 12.1: Operations Application Telcordia 1996
Messaesi Language For Operations Application Technolo
Messages gies

[28] MTOSI2  Multi-Technology Operations Systems Interface TM 2009

Forum

2.3 Definitions

The following terminology is used throughout tfischnical Report

DQM DSL Quality Management (DQM) is the abstract capability ofgmtive and

efficient control d the quality and stability afDSL lines.

2.4 Abbreviations
This Technical Reportises the following abbreviations:

ADF Analysis & Diagnosis Function

ADSL Asymmetric Digital Subscriber Line
ADSL2 Asymmetric Digital Subscriber Line 2
ADSL2plus  Asymmetric Digital Subcriber Line 2plus
AN Access Node

CPE Customer Premise Equipment

DCF Data Collection Function

DPBO Downstream Power BaeRff

DQM DSL Quality Management

DQMCF DSL Quality Management Control Function
DQM-ME DSL Quality ManagementManagement Btity
DQS DSL Quality Suite

DSL Digital Subscriber Line

DSLAM Digital Subscriber Line Access Multiplexor
DSM Dynamic Spectrum Management

EMS Element Manageme@ystem

ME Management Entity

MIB Management Information Base

MTOSIv2 Multi-Technobgy Operations Systems Interface v2
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NE
NMS
NPSF
0SS
PM
RFC
SHDSL
SMC
TR
UPBO
VDSL2
VoP

Network Element
NetworkManagemengystem

New Profile Selection Function
OperationsSupportSystem

Performance Monitoring

Request for Comment

Single-Pair Highspeed Digital Sudxriber Line
Spectrum Management Centre

Technical Report

Upstream Power Bae®ff

Very high bit rate Digital Subscriber Line 2
Vector of Profiles
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3 Technical Reportimpact

3.1 Energy Efficiency

DQM techniques can enable improvements in energy efficiency of DSL deployments. Although
these techniques are not specifically in the scofdref98the architecture and interfaces
described are meard support DQM algorithms and techniques some of wbichdenable
improvements in energy efficiency.

3.2 IPv6
TR-198has no impact on IPv6

3.3 Security
DSL Quality Management raises security issues in the followingteas:

1 The interfaces specified iIfR-198 as is typical of any telecommunication
management system, will need to be secured against abuse using appropriate security
practices.

1 One of the factorsrelatedtoD®u al i ty i s ensuring that bo
and the overall stability of the network are protected against malicious attacks and
other security threats.

Specific requirements with respect to these issues are for further study.

3.4 Privacy

A DQM sygem may store information that could be considered private to individuals or
companies. It is the responsibility of the operator implementing such a system to ensure that it
complies with any regulatory, legal or commercial privacy requirements. Theicpecif

meeting those requirements are outside the scope of this document.
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4 DQM System Functional Architecture

This sectiondescribes the functionarchitectureof a generidSL Quality ManagemenDQM)
system along with the interfaces between the funatiblocks and between the functional
blocks and external functions.

DQM encompasses a range of techniques that seek to manétyseand improve performance
and/or stability of a DSL line or a group of DSL lines.

Generally speaking this is based onfthllowing DQM loop:

v N

Monitoring = Analysis and Diagnosis = Corrective Action

The soft actions are the most frequent as they represent the promptest, seamless and
operationally coseffective way to intervene on DSL lin€Bhis encompasses the application of
a new DSL operational profile, a line reset (ie#ssuing the same profile) and an alarm or PM
threshold profile change.

The DQM loop caralsobe closed with a harcbrrective action whickkouldencompass an

intervention at the infrastructure level (e.g. change of twisted pair, user splitter or cabling
interventions) or equipment level (e.g. CPE change, @Rfvareupgrade up to NE release

upgrade). These actions are more extreme and onerous and are applied if the identified problem

i's so severe it cannot be solvweed avwita oan pirso fadlv
solve it in a more effective and durable way

The DQM loop can be applied to a single DSL line or to multiple lines and this concept can be

applied to the various network operational phases such as Provisioning, Assurancndnd T
Analysis, and the Network or Infrastructure Planning.
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Figurel shows the DQM system architectural block diagram. ddleuredblocks within the
solidlines are the functions that are specific to the DQMtem. The other blocks are the
functions external to the DQM system that it interfaces to. The diagram also inthdateés$E
where itcouldbe desirable to standardize interfaces between the functional blocks. It also
indicatesn RED the interfacesof whichstandardexist, or are to be definethat are relevant to
thesenterfaces. Thecontrol flows within theDQM systemand its interactionwith the other
functional blocks are not shown kigure1.

This model includes concepts found in the reference modadétion 4ATIS Dynamic
Spectrum Management Technical Report (ATIS DSM[2®). Appendix Aprovides a detaite
discussion of the relation between thedel in theDSM TR and that idrigure 1.

In a DQM systemtheaboveData Collection FunctionCF), Profile Configuration Function

(PCBH andAnalysis and Diagnosis FunctigADF) blocksought tobe able taleal with NEs that

are currently deployed in a Network Operator
discussion irBectionss and6 of this Technical Reporspecifically addresses the functional
requirements of the DCF and PCF interfaces to NEs based on G287 dxisting DSL

Interface MIBs defined by the TE, and common industry practices with respect to inventory
information at the time of publication of thichnical ReportOne of the functions of both the

DCF and PCF is performing the mediation implied by tle@agement interfaces supported by

the network elements.

4.1 Data Sources

The primary sources of data to drive a DQM system are the DSL Performance, Status and Test
Parametersombined with Network Element inventory and service state (e.g. whether a DSL
interface is currently configured or enabled) informatiaaitis available fromthe DQM

Management Entity (DQMME). TheDQM-ME configures and retrieves parameters in and

from the DSL modems in the NBtandardized line test parameteosiidalso be availablerdm

DSL modems as defined by G.99&22] and by possible future enhancement to the standard
management interfaces defined in G.9923]. In addition external data from the Network

Op er at atiohssuppop €/stenevuldbe utilised.

4.2 Data Collection Function(DCF)

The sources of data are the inputs to a Data ColleEtinntion(DCF) which collects the data

and presents it to the DQM Analysis and Diagnésisction(ADF) on demand. The fution
includes the facility to poll data from inputs where this is possible and to accept new data when
autonomously offered.
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4.3 DQM Analysis and Diagnosis FunctionADF)

At the heart of the DQM process is the DQM Analysis & Diagnbsigction(ADF). It exanmines

the data collected and the currently used DSL profile, analyses why there is a problem or how the
performance could be improved, and diagnoses any line troig@esork InformationandLine-
TroubleInformation supports this diagnosis.

The aim is tgrovide a reliable and complete diagnosis of the line, group(s) of lines and group(s)
of NEs subject to the analysis and indicate one or more corrective agiensiost frequent

actionis to provide to the DQMME a new set of configuration parameterdeoapplied to the

DSL modem(s) that are expected to fix the problem or to improve the performance if péfssible.
not other actions, such as communication with the network operattier OSS, generation of
reports, or requests for other processes ssi¢tuak rollscouldoccur. Fundamentally there is

much more than a truck roll that can occur #prefiling does not resolve a problem.

The role of the ADF is tanalysethe performance of the DSL service based on the collected

i nf ormat i onsordeedsee rcwisce nmeenrd t he Net wor k Operatc
operation of that servicds shown inFigurel, the ADFcouldalso use stored historical
information.Problems due to specific degradationg)t to be detected or the serviceuldbe

improved using DQM techniques even though no specific degradation is found. In those cases

where the ADF cannot initiateqofiling to address thproblemtheNet wor k Oper at or’
troubleshooting pcess needs teelkkicked off. However, if the problem is solvable by the use

of a new profilei.e. by reconfiguration of the DSL Servidden the ADF needs to provide to the

New Profile Selection Functio\PSF) sufficient information for it to select one of the avdda

profiles.

4.4 New Profile Selection Function

Configuration parameters are contained in a profile. So the output of the DQM Analysis and
Diagnosis Function enables a new profile to be selected from a profile database by the New
Profile Selection Functiorlhe selected profile needs to conform to constraints imposed by
operator procedures, network practices and regulation.

4.5 Profile Configuration Function

The new profile is configured in the specific format required by the equipment deployed in the
network a configured on the network element by the DQM Profile Configuration Function
(PCF)

4.6 DQM Control Function

For a sophisticated DQM solution direct control of the configuration parameters values or the
initialization policy would be very useful. Howevany DQM system can only work with the
management interface provided by Network Elements and this Technical Report deals only with
interfaces which are based on established DSL management standards. Also, the configuration
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parameters are managed throughapplication of profiles. A profile is a set of values, one for
each configuration parameter, which needs to be set in the xDSL MIB and is typically managed
as a single management object. That is when a specific profile is assigned to a DSL Line, all the
parameters dealt with by configuration profiles for that type of network equipment are set based
on the specific profile selecte@iR-252[7] and TR176[6] provide a discussion of DSL profiles,

thar use and relation to DSL Management Standards.

The number of predefined profiles is constrained, for example, by practical storage limitations in
DSLAMs. One of the aims 0fR-252(7] is to make the number of possibilities fprofiles as
large as possible so facilitating better DQM.

The coordination of the DQM process occurs in the DQtrol Function(DQM-CF). Among
the functions provided by the DQRIF are:

1 Scheduling any rprofiling to minimize the service effects sdnthe customer
of any retrains required to implement the new profile on the DSL service. It
controls when DQM activities are initiated and it can include policies that prevent
unwanted service interruption, or schedule them for an appropriate time.

1 Managng the data collection process to control the effeahanagement traffic
to and from the network elements required to support DQM. The {@@Mught
to prevent overuse of both the management interfaces dvetiweork Hements
and of the Nemanagement @pverk. at or ’

1 The DQMCF can process different triggers of the DQM process wbaochd
arise either from thdletwork Elements other management process, or manual
intervention by the Network Operator
accordngly. This is done by meamn$ commandsfesponses between tb&M-
CFand the functional blocks (these are not explicitly showFignrel and are
for further study).

S

4.7 Quality Exception Generation Function

The Quality ExceptiosenerationFunction obtains datand exceptionfom variousDQM-

MEsin the networkand determines if the quality of performance is such that the DQM process
ought tobe invokedor particular DSL lines If it is then a trigger is sent to the DQM Control
Function.

Examples of triggers include the processing of DSL Performance, Status and Test data, either by
the Quality ExceptioiseneratiorFunction or by the Data Collection Function. Other triggers are
external to the DQM process, e.g. time of day fotineudata collection, or a trigger from a

customer complaint to a caéntre
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5 Description of Interfaces

This section provides a description of the interfaces between the functional iderised in
Figurel.

Interfacesadbelled with a capital letter frigurel are already standardized or recommended to
be standardized and are describe8ewtion5.1

All other interfaceshown inFigurel arefor furtherstudy.

5.1 Standard Interfaces

Interface A

The parameters available across this interfacéhasedefined in G.996.222] andalso those
test parameters that are defined for retrieval both in SHOWTIME and spéuel diagnostic
mode in G997.1[23].

The specific functional requirements for this interface for the architecture defireglirel are
described in Sectiof.4.

Interface B

The parameters available across this interface are defined9i.Ga®d contained in the object
model in TR252[7]. RFCs 12138], 2662[10], 3440[12], 4706[14] and 565(15] provide

object models subject to the releviathnology relatetb this interface. TRL38[5] addresses

the accuracyaguirements of DSL test parameters wlietion5.12 6 & 7 inTR-105[1]

define requirements for consistency with actual line conditions of certain reported ADSL2/2plus
parameters, anSection7/TR-114[2] define requirements for consistency with actual line
conditions of certain reported VDSL2 parameters:IBR[4] addresses the functional
requirements of the EMEMS interface.

In addition to the collection of DSLepr a me t e r s, oughhtdalsar stipaact eollectiBg of
inventory and equipment state information required by the DQM funct®uth information is
typically defined into hierarchical models of the equipment often based upon specifications that
are @mmonly used in the industry. Examples of such models are the TID/SID/AID model
defined inSection12.1/GR-831[27], the TMN [Telecommunications Management Network]
models defined in the ITT M.3000 series of Recommendati@sextended by the work of the

TM Forum (MTOSIv2[28]) and the SNMP MIB based on the model in RFC 4133

The specific functional requirements for this interface for the architecture defirgglirel are
described irSection6.4.

Interface E

The parameters that are used across this intectadd be those contained in a new profile or
more usually the index or indices to select agxisting profile. The relevant parameters are
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defined in G997.1 and contained in the object models inZ%2 and the MIBs as defined by
RFCs 1213, 2662, 3440, 4706 and 5650.

Functional requirements for this interface are for further study

Interface G

The parameters that are used across this interface are the collected data relevant for the DQM
Analysisand Diagnosis #inction. The functional primitives for this interface are specified along
with the performance requirements of data collection atititerface.

The specific functional requirements for this interface for the architecture defirgglirel are
described in Sectiof

Interface Y
A line profile to be configured on the DSL mod&passed across this interface.

The specific functional requirements for this interface for the architecture defifregglirel are
described in Sectioh0.1

5.2 Other Interfaces

Il nterface ¢, c¢cb6, c066
This interface supports the parameters and messages that can trigger DQM processes.

Functionalrequirements for this interface are for further study.

Interface f

The information passing across this interface places various constraints on the netwosekrand al
profiles deployed throughout the network. In particular, regulatory constcamigbe in force

to prevent interference with other DSL systems working over other pairs in the same cable.
Examples are the VDSL2 DPBO and UPBO deployment rules impgseatiousnational
regulators.

Functionalrequirements for this interface are for further study.

Interface h

The parameters thpassacross this interface are the collected data relevant for the DQM
Analysis and Diagnosis Function and to be storederHistorical Database.

Functional requirements for this interface are for further study.

Interface r

This interface delivers the relevant network information (e.g. binder topology, DSL systems in
the binder, equipment technologies, etc.) to the DQM yamslkand Diagnosis function.

Functional requirements for this interface are for further study.
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Interface s
This interface delivers the current line profile to the DQM Analysis and Diagnosis function.

Functional requirements for this interface are fotifer study.

Interface t

The information to characterise line fault or degradation conditions are passed through this
interface.

Functional requirements for this interface are for further study.

Interface u

This interface delivers further relevant dégag. from other systems) to the Data Collection
Function

Functional requirements for this interface are for further study.

Interface w

All available line profiles as well as alarm profiles (enabling, severity, thresholds) that could be
configured on te DSL modem pass through this interface.

Functional requirements for this interface are for further study.

Interface x

All the operator constraints (e.g. technology, service, etc.) pass to the New Profile Selection
Functionthrough this interface.

Funcional requirements for this interface are for further study.

Interface z

The data exchanged across this interface contain a set/range of passiigierationparameters

(or possible interventions) suggestedixahe problem or achievine desired lia quality.

Functional requirements for this interface are for further study.

5.3 Consistency and Accuracy Requirements for Collected DSL Parameters

Sections 5.12, 6 & 7/TR05[1] and Section 7/TR15[3] define consistency requirements for
certain reported parameters for ADSL2/2plus & VDSL2 respectively. Consistency means that
the values reported for the parameters are consistent with the actual state of the DSL Line.

Section 5/TR138[5] contains a discussion of the relationship between accuracy and consistency

of reported parameters as observed throughout a the management environment for a DSL system,
Figure 1/ TR138 illustrates that a parameter that is reportedisi@msly or accurately at the Q
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interface(see M.301(25]) of a DSL Modem also needs to be reported with identical accuracy

and consistency at the various ‘potential obs
environment. TRL38 also defines accuracy requirements for certain test parameters defined in
G.997.1]23].

R-1  Collected DSL parameters in the DQM systeftdST meet the accuracy requirements
defined in TR138 applied at the various interfackfined in Sectiob.

R-2  Collected DSL parameters frosgstems compliant with G.992[28] and G.992.520]
MUST meet the consistency requirements defined in Sechidr®s 6 & 7/TR105[1].

R-3  Collected DSL parametefom systems compliant with G.993[21] MUST meet the
consistency requirements defined in Section 71TR][3].
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6 Data CollectionFunction
This section specifies the requirements for the Data ColleEtiantion(DCF) inDQM systems.

R-4 The DCFMUST collect the DSLparameters ankine testingparameters listed in
Section6.1.1

The DCFcanbe implemented as a centralized function (Sgere6) in the same physical entity
with the ADF, or as a distributed function (d&gure8) in a physical entity separate from the
ADF andDQM-ME, or in hesame physical entity as the DQME (seeFigure7). Depending
on the DCF implementation types, the DCF implera#rg DCF Northbound interface (defined
in Section6.3) or the DCF Southbound interfagaefined inSection6.4) or both.

NOTE: The DCF functionality may be physically split across the NE and a separate box such as
a network located server. The interface(s) for such an architecture are for further study.

R-5 The DG requirement8IAY be implementedas

1. a centralised functior-{gure®6) in the same physical entity with the ADF

2. adistributed functionHigure8) in a physical entity separate from the ADF &@M-
ME,

3. adistributed functionHigure7) in the same physical entity as the DEE.

R-6  The DCFMUST implement the

1 Southbound DCF interfadé.4] for option 1 inR-5
1 Southbound antlorthbound DCF interfacd$.3 & 6.4] for option 2 inR-5
1 Northbound DCF interfacks.3] for option 3 inR-5

R-7  The DCF requirements other th8action.3& 6.4MUST apply regardless of where the
DCF is implemented.

6.1 DSL Parameters and Line Testing Functions

6.1.1 Collected DSL Parameters and Line Testing Paramets

This section specifies the requirements aboubDiBke parameters and line testing parameters
be collectedby the DCF

R-8 The DCFMAY collect all or any subset of the management parameters supported by the
DQM-ME.

The following tables indicate the pamateracronym and the full definition of thearameters of
which the DCFSHOULD or MUST support collection as indicated with each of the talies
G.997.1]23] parameters thenit, range andyranularity arendicated Therarge field indicates
the real values that are meaningful for the parameter.
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NOTE: The Performance Monitoring (PM) counters are maintained by the IMEMG.997.1
requires the DQMME to support historic storage of at least 16 contiguous 15 minute periods for
the parameters ES, SES and UAS. For the other paramestosc Istorage is optional (i.@nly
current and previous values are required). See Section 7.2.7.9/G.9@&lé&.not required,dr

DQM purposes the DQNVE MAY support historic storage of alapameters for 96 contiguous

15 minute periods (i.e. a day).
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R-9 The DCFMUST support collection of the following scalar parameters:

TR-198Issue2

Table 1 - Scalar parameters to be supported for collection

Acronym Parameter G'99.7'1 Unit Range Granularity
section

SNRMds Downstream Signaio-Noise Ratio Margin 7.5.1.13 dB [-64.0: 63.0] 0.1
SNRMus Upstream Signatlo-Noise Ratio Margin 7.5.1.16 dB [-64.0: 63.0] 0.1
SNRMpbds Downstream Signatio-Noise Ratio Margin per band 7.5.1.14 dB [-64.0: 63.0 0.1
SNRMpbus Upstream Signalo-Noise Ratio Margin per band 7.5.1.17 dB [-64.0: 63.0] 0.1
ACTSNRMODEds | Actual Downstream Signdlo-Noise Ratio mode 7.5.1.15 lor2
ACTSNRMODEus | Actual Upstream Signal o-Noise Ratio mode 7.5.1.18 lor2

ATTNDRds Downstream Maximum Attainable Data Rate 7.5.1.19 kbit/s [0 :65535] 1
ATTNDRus Upstream Maximum Attainable Data Rate 7.5.1.20 kbit/s [0 :65535] 1
ADRds (per BC) Downstream Actual Data Rate 7521 kbit/s [0 :65535] 1
ADRus(per BC) Upstream Actual Bta Rate 7521 kbit/s [0 :65535] 1
PDRds(per BC) DownstreanPrevious data rate 7.5.2.2 kbit/s [0 :65535] 1
PDRus(per BC) UpstreanPrevious data rate 7.5.2.2 kbit/s [0 :65535] 1
SATNds Downstream Signal Attenuation per band 7.5.1.11 dB [0:127.0] 0.1
SATNus Upstream Signal Attenuation per band 7.5.1.12 dB [0:127.0] 0.1
LATNds Downstream Line Attenuation per band 7.5.1.9 dB [0:127.0] 0.1
LATNus Upstream Line Attenuation per band 7.5.1.10 dB [0:127.0] 0.1
ACTINPds(per BC) | Downstream Actual Impulsedise Protection 7524 DMT symb [0:25.4] 0.1
ACTINPus(per BC) | Upstream Actual Impulse Noise Protection 7524 DMT symb [0:25.4] 0.1
INPREPORTdSs Downstreammpulse noise protection reporting mode 7.5.25 Oorl
INPREPORTuUSs Upstreammpulse noise pitection reporting mode 7.5.25 Oorl

ACTDELds Downstream Actual delay 7.5.2.3 ms [0 :255] 1
ACTDELus Upstream Actual delay 7.5.2.3 ms [0 :255] 1
ACTNDRds(per BC) | DownstreamActual Net Data Rate 7.5.2.8 kbit/s [0 :65535] 1
ACTNDRus(per BC) | UpstreamActual Net Data Rate 7.5.2.8 kbit/s [0 :65535] 1
ACTINP_REINds DownstreamActual impulse noise protection against

(per BC) REIN 7.5.2.9 DMT symb [0:25.4] 0.1
ACTINP_REINus

(per BC) UpstreamActual impulse noise protection against REIN  7.5.2.9 DMT symb [0 :25.4] 0.1
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Acronym Parameter Se?:?;)nl Unit Range Granularity
VTU-O estimated upstream power baxk electrical
UPBOKLE length P P 7.5.1.23.1 dB [0: 128] 0.1
VTU-R estimated upstream power baufk electrical
UPBOKLER length P P 7.5.1.23.2 dB [0: 128] 0.1
VTU-O estimated upstream power baxfk electrical dB 0+128] & 0.1
UPBOKLE-pb length per band i i 75.1.23.3 [ 204.7]
VTU-R estimated upstream power baafk electrical dB 0+128] & 0.1
UPBOKLE-R-pb length per band i P 75.1.23.4 [ 204.7]
RXTHRSHds UPBO downstream receiver signal level threshold 7.5.1.23.5 dB [-64 + Q] 1
RXTHRSHus UPBO upstream receiver signal level threshold 7.5.1.23.6 [-64+ 0] 1
ACTATPds Downstream Actual Aggregate Transmit Power 7.5.1.24 dBm [-31.0:31.0] 0.1
ACTATPus Upstream Actual Aggregate Transmit Power 7.5.1.25 dBm [-31.0:31.0] 0.1
TRELLISds Downstream Trellis Use 7.5.1.30 Oorl
TRELLISus Upstreanilrellis Use 7.5.1.31 Oorl
ACT-RA-MODEds Actual downstream rate adaptation mode 7.5.1.33.1 [1:4] 1
ACT-RA-MODEus Actual upstream rate adaptation mode 7.5.1.33.2 [1:4] 1
RTX_USED_ds Retransmission usatbwnstream 7.5.1.38 [1+5] 1
RTX_USED_us Retransmission usaghstream 7.5.1.38 [1+5] 1
ACTRIPOLICYus Actual downstream RIPOLICY 7.5.1.40.1 Oorl 1
ACTRIPOLICYds Actual upstream RIPOLICY 7.5.1.40.2 Oorl 1
ATTNDR_ACT_ME [0+2] 1
THOD ATTNDR Actual Method 7.5.141.1
ATTNDR_ACTINPd [0 +204.6] 0.1
S ATTNDR Downstream Actual impulse noise protectio] 7.5.1.41.2
ATTNDR_ACTINPu [0 + 204.6]
S ATTNDR Upstream Actual impulse noise protection | 7.5.1.41.3
ATTNDR_ACTINP_ | ATTNDR Downstream Actual impulse noise protectiol [0+25.4] 0.1
REINds against REIN 751414
ATTNDR_ACTINP_ | ATTNDR Upstream Actual impulse noise protection [0+25.4] 0.1
REINus against REIN 751415
ATTNDR_ACTDEL [0 + 25.4] 0.1
AYds ATTNDR Downstream Actual delay 7.51.41.6
ATTNDR_ACTDEL [0 + 25.4] 0.1
AY us ATTNDR Upstream Actual delay 7.5.1.41.7
AGGACHNDR_NE | Nearend Aggregate achievable net data rate 7.5.1.42.1 kbps 1 kbps
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Acronym Parameter Se?:?;)nl Unit Range Granularity
AGGACHNDR_FE | Farend Aggregate achievable net data rate 151422| kbps 1 kbps
LOS Loss of Signafailure 7.1.1.1.1 1
LOSFE FarendLoss of Signafailure 7.1.1.2.1 1
LOF Loss of Framdailure 7.1.1.1.2 1
LOF-FE FarendLoss of Framédailure 7.1.1.2.2 1
LPR Loss of Powefailure 7.1.1.1.3 1
LPR-FE FarendLossof Powerfailure 7.1.1.2.3 1

Note: in this and the following tablgzerBCst ands f or ‘per bearer channel’
R-10 The DCFMUST support collection of théollowing framing parameters:
Table 2 - Framing parameters to be supported forcollection
Acronym Parameter G'99.7'1 Unit Range Granularity
section
NFECds(per BC) Downstream Actual size of Reed Solomon codeword | 7.5.2.6.1 [0:255] 1
NFECus(per BC) Upstream Actual size of Reed Solomon codeword 7.5.26.1 [0:255] 1
Downstream Actuahumber ofReed Solomon redundan
RFECds(per BC) bytes 7.5.2.6.2 [0:16] 1
Upstream Actuahumber ofReed Solomon redundancy

RFECug(per BC) bytes 7.5.2.6.2 [0:16] 1
LSYMBds (per BC) | DownstreamActual number obit per symbol 7.5.2.6.3 [0:65535] 1
LSYMBus (per BC) | Actual number obit per symbol 7.5.2.6.3 [0:65535] 1
INTLVDEPTHds (per
BC) Downstream Actual interleaving depth 7.5.2.6.4 [1:4096] 1
INTLVDEPTHus (per
BC) Upstream Actual interleaving depth 7.5.2.6.4 [1:4096] 1
INTLVBLOCKds
(per BQ Downstream Actual interleaver block length 7.5.2.6.5 [4:255] 1
INTLVBLOCKus
(per BC) Upstream Actual interleaver block length 7.5.2.6.5 [4:255] 1

R-11 TheDCFMUST support collection of théallowing performancenonitoringparameters:
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Table 3 - Performance monitoring parameters to be supported for collection

Acronym Parameter G'99.7'1 Unit Range Granularity
section
ESL Errored Seconds Line 7.21.1.2 1
ESLFE Errored Seconds Line farend 7.21.2.2 1
SESL Severely Erroré Seconds- Line 7.2.1.1.3 1
SESLFE Severely Errored Secondd.ine far-end 7.2.1.2.3 1
LOSSL Loss of Signal SecondsLine 7.2.1.1.4 1
LOSSLFE Loss of Signal SecondsLine farend 7.2.1.2.4 1
UAS-L Unavailable SecondsLine 7.2.1.15 1
UAS LFE Unavailable SecondsLine farend 7.2.1.2.5 1
FECSL Forward Error Corrections Seconds Line 72111 1
FECSLFE Forward Error Corrections Seconds Line Far En 7.2.1.2.1 1
FULLINIT Full initialization count 7.2.1.3.1 1
FAILINIT Failedfull initialization count 7.2.1.3.2 1
SHORTINIT Short initialization count 7.2.1.3.3 1
FAILSHORTINIT Failed short initialization count 7.2.1.3.4 1
INMINPEQL..17L INM INPEQ histogram 1..17 7.2.14.1 1
INMME -L INM total measurement 7.2.1.4.2 1
INMIATO..7-L INM IAT histogram 0..7 7.21.4.3 1
INMINPEQ1..17LFE INM INPEQ histogram 1..17 7.215.1 1
INMME -LFE INM total measurement 7.2.1.5.2 1
INMIATO..7-LFE INM IAT histogram 0..7 7.2.1.5.3 1
SOSSUCCESSNE Nearend successful SOS cdun 7.2.16.1 1
SOSSUCCESSFE Farend successful SOS count 7.2.1.7.1 1
LPR_INTRPT Lossof-power interruption count 7.2.18.1 1
HRI_INTRPT HostReinit interruption count 7.2.1.8.2 1
SPONT_INTRPT Spontaneous interruption count 7.2.1.8.3 1
Cv-C Code Violations- Channel 7.2.21.1 1
CV-CFE Code Violations- Channel farend 72221 1
FECC Forward Error Corrections Channel 7.2.2.1.2 1
FECCFE Forward Error Corrections Channel farend 722272 1
CRCP NearendCRC error count 7.25.1.1 1
CRCPFE Farend CRC error count 7.25.2.1 1
CV-P Nearend coding violations count 7.25.1.2 1
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Acronym Parameter G'99.7'1 Unit Range Granularity
section
CV-PFE Farend coding violations count 7.25.2.2 1
LINIT Line initialization failure 7.1.13 1
LeftrDS-L ‘“leftr” defects secon{({ 72116 1
LeftrDS-LFE ‘“leftr” defects secon|( 72126 1
EBC-L Errorfree bits Counter 7.2.1.1.7 1
EBC-LFE Errorfree bits Counter 7.2.1.2.7 1
MINEFTR-L Nearend minimum errofree throughput (only U§ 7.2.1.1.8 bit/s
MINEFTR-LFE Farend minimum errofree throughput (only DS)| 7.2.1.2.8 bit/s
R-12 The DCFMUST support collection of théollowing vectorial parameters:
Table 4 - Vectorial parameters to be supported for collection
Acronym Parameter Se?:%nl Unit Range Granularity
HLOGGds Downstream H(f) logarithmic subcarrier group size | 7.5.1.26.5 1-2-4-8 1
HLOGpsds Downstream H(f) logarithmic representation 7.5.1.26.6 dB [-96.3 + 6.0] 0.1
HLOGGus Upstream H(f) logarithmic subcarrier group size 7.5.1.26.1 1-2-4-8 1
HLOGpsus Upstream H(f) logarithmic representation 7.5.1.26.12 dB [-96.3 + 6.0] 0.1
QLNGds Downstream QLN(f) subcarrier group size 7.5.1.27.2 1-2-4-8 1
QLNpsds Downstream QLN(f) 7.5.1.27.3 dbm/Hz [-150.0 +-23.0] 0.5
QLNGus Upstream QLNf) subcarrier group size 7.5.1.27.5 1-2-4-8 1
QLNpsus Upstream QLN(f) 7.5.1.27.6 dbm/Hz [-150.0 +-23.0] 0.5
SNRGds Downstream SNR(f) subcarrier group size 7.5.1.28.2 1-2-4-8 1
SNRpsds Downstream SNR(f) 7.5.1.28.3 dB [-32.0 + 95.0] 0.5
SNRGus Upstream SNR(f) subcarrier group size 7.5.1.28.5 1-2-4-8 1
SNRpsus Upstream SNR(f) 7.5.1.28.6 dB [-32.0 + 95.0] 0.5
BITSpsds Downstream Bits Allocation 7.5.1.29.1 [0+ 15] 1
BITSpsus Upstream Bits Allocation 7.5.1.29.2 [0+ 15] 1
GAINSpsds Downstieam Gains Allocation 7.5.1.29.3 [0 + 4095] 1
GAINSpsus Upstream Gains Allocation 7.5.1.29.4 [0 + 4095] 1
MREFPSDds Downstream MEDLEY Reference PSD 7.5.1.29.7 see G.993.2
MREFPSDus Upstream MEDLEY reference PSD 7.5.1.29.8 see G.993.2
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G.997.1 : ,
Acronym Parameter section Unit Range Granularity
XLINSCds Downstream XLIN scale 7.5.1.38.1 dB [1-27161] 1
XLINSCus Upstream XLIN scale 7.5.1.39.5 [1-27161] 1
] , [1, 2, 4,
XLINGds Downstream XLIN subcarrier group size 7.5.1.38.2 8,16,32,64 1
. . [11 2! 41
XLINGus Upstream XLIN subcarrier group size 7.5.1.39.6 8,16,32,63 1
XLINBANDSds Downstream XLIN bandedges 7.5.1.39.3 [0 + 4095] 1
XLINBANDSus Upstream XLIN bandedges 7.5.1.39.7 [0 + 4095] 1
XLINpsds Downstream FEXT coupling 7.5.1.39.4 [-2715+ +2715] 1
XLINpsus Upstream FEXT coupling 7.5.1.39.8 [-2715+ +2715] 1
R-13 The DCFMUST support collection of thiollowing status parameters:
Table 5 - Status parameters to be supported for collection
Acronym Parameter G'99.7'l Unit Range Granularity
section
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LINKSTATUS Link Status (i.eshowtime, training, down, etc) N/A
XTSU XDSL transmission system in use 7.5.1.1
VDSL2-PROF VDSL?2 profile in use 7.5.1.2
VDSL2-PSD&BPLAN VDSL?2 limit PSD mask and band plan in use 7.5.1.3
VDSL2-USOMASK VDSL2 US0O PSD Mask in use 7.5.1.4
POWERSTATE Line power management state 7.5.15 [0:3]
INIT_SUCCESS/FAIL_CA [0 +6]
USE Initialization Success/Failure cause 7.5.1.6
See
individual
DS_LAST_STATE_TX recommendat
Last state transmittedbwnstream 7.5.1.7 ions
See
individual
US_LAST_STATE_TX recommendat
Last statdransmittedupstream 7.5.1.8 ions
N/A
adslAtucCurrStatus RFC 2662
adslAtucCurrStatus [10]
N/A
Xdsl2LineStatusXtu RFC 5650
Xdsl2LineStatusXtu [15]
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R-14 TheDCF MUST support collection of thllowing xTU info parameters:
Table 6 - xTU info parameters to be supported for collection

Acronym Parameter G'99.7'1 Unit Range Granularity
section

XxTU-C-CHIPVID XTU-C G.994.1 Vendor ID 7.4.1 see G.99.1
xTU-R-CHIPVID XxTU-R G.994.1 Vendor ID 7.4.2 see G.994.1
XTU-C-SYSVID XTU-C System VendolD 7.4.3 see G.994.1
XTU-R-SYSVID XTU-R System VendolD 7.4.4 see G.994.1
xTU-C-VERNUM XTU-C versionnumber 7.4.5

XTU-R-VERNUM XTU-R versionnumber 7.4.6

XTU-C-SERNUM XTU-C serial number 7.4.7

XTU-R-SERNUM XTU-R serial number 7.4.8

XTU-C self test result XTU-C self test result 7.4.9

XTU-R self test result XTU-R self test result 7.4.10

XTU-C transmission system [0+ 1
capabilities XTU-C transmission system capabilities 7.4.11 FFFFFFFF]

XTU-R transmission system [0~ 1
capabilities XTU-R transmission system capabilities 7.4.12 FFFFFFFF]

VCE_ID VCE_ID 7.4.13.1

VCE_port_index VCE port index 7.4.13.2
R-15 TheDCFMUST support collection ofthd ol | owi ng ‘ Vect or supporked by thDQMeME:

Table 7 - Vector of Profiles parameters to be supported for collection

Acronym Parameter TR'2_52

section
LCONRVECT Line Configuration Vetor 5.4
DRdsPROF DS Data Rate Profile 5.5
DRusPROF US Data Rate Profile 55
SPECTPROF Line Spectrum Profile 5.6
MSPSDPROF Mode Specific PSD Profile 5.6
DPBO-PROF DPBO Profile 5.6
UPBO-PROF UPBO Profile 5.6
RFI-PROF RFI Profile 5.6
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Acronym Parameter TR'2_52

section
VECT-PROF Vectoring Profile 57
SNR-PROF SNR Margin Profile 5.7
INPDEL-PROF INP-Delay Profile 5.7
VN-PROF Virtual Noise Profile 5.7
SOSPROF SOS Profile 5.7
INM-PROF INM Profile 5.7
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The inventory parameters refer to the Network Element (NE) which supports th8dDdce, e.g. a
DSLAM or Access Node (AN). As the structure of inventory information for DSL Network Elements

is specific to the architecture of the NE as implemented bsndreifacturer the requirements related

to collection of inventory informatioMUST take into account these implementation specific
differences. Additionally since the structure of the inventory information occurs in entities that can
contain multiple DSL transceivers and thus 1is
transceiver, the definition of the management objects is not part of the object definitions provided in
DSL standards such as G.99]23], or the IETFXDSL MIBs. The following generic requirements
define the inventory requiremts for a DSL NE, i.e. a DSL AN or DSLAM.

R-16 It MUST be possible to query the NE to obtain a list of all DSLAM ports, line cards, shelves,
etc., where the identification of the component corresponds to the equipment hierarchy
inherent in the design of the NEor example a DSLAM which is organized into shelf, line
card, and port would identify the DSLAM port by the hierarchy of DSLAM ID, Shelf ID,

Line Card ID, Port ID.

Note: An equipment hierarchy that meets the criteria defined in Telcordia TR3&R7] or the
TMF MTOSIv2[28] for equipment hierarchy provides a suitable identification hierarchy. However,
the specifics of the identification hierarchy are vendor dependent.

R-17 It MUST be possible to qug the administrative and operational states of any or all DSL
ports or high level entities (e.g. line cards, shelves). As a minimum valid administrative states
MUST include: Enabled, Disabled. As a minimwadid operational statddUST include:
xDSL Sevwice Up, xDSL Service Down.

R-18 TheDCFMUST support collectionoftht ol | owi ng ‘ Equi pment 1| nve

Table 8 - Equipment inventory parameters to be supported for collection

Acronym Parameter

NE_ID Network element ideifter

Line identifier (e.qg., rack, shelf, slot, port

Line_ID number, se®-65)
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R-19 The industry standards and practices listed in Sebtihnnterface B with respect to
inventory SHOULD be used as the basis for these parameters.

6.1.2 Collected DSL Related Notifications

This section specifies the requirements about collection d8ierelated notifications
generated by the DQNMIE upon crossing of the associated performance monitorieghblds.

Those notifications associated to performance monitoring threski&S be all specified per
15-minute and per 2#our intervals.

R-20 The DCFMUST support collection of the following notifications (upon crossing of the
associated thresholda$ dediled inTable9 andTable10.

Table 9 - Threshold crossing notifications to be supportedor the following counters

Acronym Parameter G'99.7'1
section
FECSL Forward Error Corrdons Seconds Line 72111
FECSLFE Forward Error Corrections Seconds Line Far End 7.21.2.1
ESL Errored Seconds Line 7.21.1.2
ESLFE Errored Seconds Line Far End 7.21.2.2
SESL Severely Errored Seconds Line 7.2.1.1.3
SESLFE Severely Errored Seads Line Far End 7.2.1.2.3
UAS-L Unavailable Seconds Line 7.2.1.15
UAS-LFE Unavailable Seconds Line Far End 7.21.2.5
LOSSL Loss Of Signhal Seconds Line 7.2.1.1.4
LOSSLFE Loss Of Signal Seconds Line Far End 7.21.2.4
FULLINIT Full initialization count 72131
FAILFULLINIT Failedfull initialization count 7.2.1.3.2
FECC Forward Error Corrections Channel 7.2.2.1.2
FECCFE Forward Error Corrections Channel Far End 7.2.2.2.2
Cv-C Code Violations Channel 72211
CV-CFE Code Violations Channeld¥f End 72221
Table 10- link status notifications to be supported
Acronym Parameter G'99.7'1
section
A linkUp trap is sent whenever the operational state o
linkUp the xDSL Iine transits f 7.2.7.2%
state( except ‘not Present ') .
linkDown A linkDown trap is sent whenever the operational stats 797 0%

the xDSL |ine enters a

* See IETF RFC 28681L1]
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6.2 Data Collection FunctionImplementation

TheDataCollection Function(DCF) is implemented as shown kgure2. The functional units
depicted can be sited as either separate entities or within the same physical entity and some
example configurations are shownAppendix C The DCF retrieves data from the DQWESs

of network elements (NEs) through the DCF Southbound Interface as defi@ection6.4. The
DCF provides the collected data to the ADF (or othacfional entities) through the DCF
Northbound Interface as definedSection6.3.

DCF DCF

N/B i/ S/B iff

Figure 2 - Data Collection Function

6.3 Data Coll ection Fumetfadcée on ANort hboundo?a

The Data Collection Function Northbound interf

R-21 The requirements in this sectibflJST be implemented at theterfacebetween the ADF
and the DCF, if the DCF is not implemented in the same physical entity as théf A&
DCF isintegratedn the same physical entity as the ADtS,Northbound interface would
be internal to the physical entity and outside the scop&ef98

6.3.1 Interface Primitives

The DCF Northbound interface cgists & an exchange of primitives between the ADF (or
several ADFs or other functional entities) and the DCF. Imaktof this sectiothe ADF is

always mentioned as the counterpart entity communicating with the DCF via its Northbound
interface. Neveheless a DCIMUST be able to interface with several ADFs or other functional
entities.Primitives are listed iTablel11, with the related information fields carried by each
primitive. ‘ Requestprimitives are sent from the ADB the DCF. Confirm’' primitives are sent
from the DCF to the ADF in immediate response to a request primiitiggcateé primitives are
sent autonomously from the DCF to the ADF.

Table 11 - Interface Primitives and Information Fields

Bulk collection

Create_collection_task.request (task_name,resource | Create_collection_task.confirm (task_I&rorcode)
{parameter _list,collection_frequency,upload_frequeng
collection_filter, task_duratigrpriority_request_flag

Retrieve_ollection_task _info.request (task_ID) Retrieve_ collection_task_info.confirm (task_ID,
task_statustask _name,resource_list,
{parameter _list,collection_frequency,

November2012 © The Broadband Forumll rights reserved 360f 73



DQS: DQM systems functional architecture and requirements

TR-198Issue2

upload_frequency}collection_filter, task _duration,
priority_request_flagerrorcode)

Modify collection_task.requesgtask ID, resource_list,
{parameter _list, collection_frequency,
upload_frequencys}, collection_filter, task duration,
priority request flag)

Modify_collection_task.confirm (task_ID, errorcode)

Retrieve_all_collection_taskeguest ()

Retrieve_all_collection_tasks.confirm ({task ID,
task_status}, errorcode)

Retrieve_all_active_collection_tasks.request ()

Retrieve_all_active_collection_tasks.confirm ({task_IL
errorcode)

Delete_collection_task.request (task_ID)

Delete_colkection_task.confirm (task_ID, errorcode)

Start_collection_task.request (task_ID)

Start_collection_task.confirm (task_ID, errorcode)

Stop_collection_task.request (task_ID)

Stop_collection_task.confirm (task_ID, errorcode)

Reporting

Report_upload.reast(task_ID)

Report_upload.confirm(task_ID, report, errorcode)

Report_upload.indicate(task_ID, report, errorcode)

Report_delete.request(task_ID)

Report_delete.confirm(task_ID, errorcode)

NOTE 1-{xy2 denotes a set ofyz

6.3.1.1Create_collection_tdsPrimitives

R-22 The DCFMUST support thecreate_collection_task.requgstimitive, with Information
Fields as defined iflable12. Upon receiving this primitive, the DQRUST create a
data collectiontask, ni t i al i z emeters accotdiagstkthesecgivadrindormation
Fields andallocateatask_IDfor it with initial task status set tanactivea

Table 12 - Create collection task primitive configurable parameters

Parameter

Description and behaviour

task_name

Name of the collection taskccording to the syntax specifiedRA63

resource_list

granularity, i.e.:

List of resources from which data are collected. SeeRxi32
As a minimum, this lsMUST be implemented down to a lifievel

A resource_list = {NE_ID, {line_ID}}

Each resource in the lis specified according to the syntaxRAG5.
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parameter_list

List of parameters to be collected. $¢sR-32. The listMUST be
a group of parameters (or a subset thereof) as per the definitions
names in the relevant tablesSection6.1

For each group of parameters (forigfhone or more parameter is t(
be collected), a parameter_IMtJST be included in the
create_collection_task primitive.

As a minimum, this lisMUST be implemented down to the
granul arity | evel of the “par
namesm the relevant tables Bection6.], i.e.:

A parameter_list = parameter_group_ID

A granularity | evel down to s
and names in the relevant tableSertion6.1, is optional, i.e.:

A parameter_list = parameter_group_ID,{parameter_|ID}

Each parameter in the listspecified according to the syntaxRa67.

collection_frequency

Defines the frequency of collection expressed as a funofitire

associated collection periodgl), i.e.:

A collection_frequency = for the parameter group identified in
parameter_list

For each group of parameters (for which one or more parameter
be collected), a collection_frequeneJST be includedn the
create_collection_task primitive.

DCF mandatory values for T
A15minutes

A1h intervals

A6h intervals

A24h intervals

DCF optional values for Tgoy:
A1 minute

A3 minute

A5 minute
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upload_frequency

Defines the frequency of uploads expressed as a funatithe

associated uplogokeriod(Typioad, i.€.:

A upload_frequency =hadfor the related parameter group
identified in parameter_list

For each group of parameters (for which one or more paraaeter
to be collected), an upload_frequedyST be induded in the
create_collection_task primitive.

The value of the foassc oNnf i gured for a ce
MUST be a multiple of the correspondentil Tupload_param_groug N *
Tco||_param_grour(N belng an Integer)

DCF mandatory values forT ypioad: N * Tcon., with N integer in the
range from 1 to 100.

An optional special valueis defined for Tpoagdmeaning no automati
upload, hence datatrievalis expected to be done asynchronously
via report_upload.requegdrimitive.

collection_filter

Introduces a filter over the set of resources listaésource_listThe
value of this paramet&lUST be dynamically recalculated once for
every collection period configured in collection_frequency.

The collection_filteMUST be expressed as a logicahaaination of
boolean equations on the parameters list&feiction6. 1

Alf filter holds TRUE, dataMUST be collected

Alf filter holds FALSE: dataMlUST not be collected

DCF mandatory filters:

As a minimum the following two filtes about line defect status
MUST be supported:

ACads| AtucCurr Status = ‘noDef
A(Cxdsl 2LineStatusXtuc plusanchoDe
VDSL2 lines)

Note: adslAtucCurrStatus specified as per RB62[10];
xdsl2LineStatusXtuc specified as per RB&50[15].

DCF optional filters:

Other logical combinations of boolean equations on the paramet
listed inSection6.1are optional, e.g.;

A (SNRMus < 6 dB)& CV-C > 3);
A (ADRds > 20 Mbps).
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task_duration

Overall duration time of the collection task.

The value of task duratiodUST not be lower than the highest
configured Tpioas@NdMUST be an integer multiple of such value.

DCF mandatory values:N * the highest configured Jpioad, With N
integer in the range from 1 to 100.

Priority_request_flag

Boolean value to indicate if flag is set or not.
A TRUE: High priority has been requested.

A FALSE: Normal priority has been requested. FALSE is the
default value

Proecedures to enforce this flag are optional in the DCF and the D
MAY implement procedures to enforce this primitive. Details of th
implementation of behaviours related to this flag in the DCF are
outside the scope GiR-198

R-23 The DCFMUST acknowledge areate_collection_task.requgstimitive with a
create_collection_task.confirprimitive. Thecreate_collection_task.confirprimitive
MUST containthe parameterdefined inTable13 andtheir specified behaviour

Table 13- Create collection task.request primitive parameters

Parameter Description and behaviour

task _id The unique identifier of the collection task according to the synta
specified inR-64.

task $atus The status of the collection task that its identifier is given by task|

erro;:ode The errorcode will be defined according to the requirement defing

R-66.

6.3.1.2Modify_collection_task Primtives

R-24 The DCFMUST support thanodify_collection_task.requestimitive, with Information
Fields containing theask_IDplus any of the parameters defined in Table 11. All task
parameters can be modified with the exception ofdaek_nameUpon receivinghis
primitive, if the collection task identified Byask_IDis in inactivestatus, the DCF
MUST modify the requested parameters. If the tagictsrze no modificationMUST be

accepted.

R-25 The DCFMUST acknowledge anodify_collection_task.requegstimitive, upon
receiving it, with amodify_collection_task.confirprimitive. The
modify_collection_task.confirprimitive MUST contain thaask_IDand arerrorcodeto
indicate the success or failure (including cause of failure) of the request execution.
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6.3.1.3Start_collection_taskPrimitives

R-26 The DCFMUST support thestart_collection_task.requeptimitive. Upon receivinghis
primitive, the DCAMIUST start the collection task identified @yask IDand change the
task status tactiveif the DCF has sufficient resourcesdtart the task. Otherwise the
taskMUST not be started and the task staldST remaininactive

R-27 The DCFMUST acknowledge atart_collection_task.requeptimitive, uponreceiving
it, with astart_collection_task.confirpprimitive. Thestart_collectiontask.confirm
primitive MUST contain theask IDand arerrorcodeto indicate the success or failure
(including cause of failure) of the request execution.

R-28 If the DCF is not integrated in a network elemenyJdST be able to create and start
collection taks involving data collection from multiple network elements.

R-29 The DCFMUST support independent start of collection tasks.

R-30 The DCFMUST support multiple collection tasks to be simultaneously iratiiee
status.

R-31 While the collection task statusastive, the DCFMUST collect the parameters
identified by the set gharameter_IDs.

R-32 While the collection task status is actiiee DCFMUST collectall the parameters
indicated in all thgparameter_lisinstances from all the resources indicated in the
resource_list

R-33 While the collection task status is actiiee DCFMUST poll the DQM-ME for the
requestegbarametg(s) with an interval as specified by tlellection_frequency

R-34 While the collection task status is actiiee DCFMUST perform the first colletion
within the collection period following the next time tall clock passes the boundary of
an interval that is part of trmllection_frequencyThe interval boundaries are either
midnight for the daily collectiompne of the quarters of a day foeh6ur collectionthe
hour for the hourly collection and one of the quarters for 15 minute collection.

NOTE: For example, if the current time is 14h32, a newly activated 15 minute collection will take place
between 14h45 and 15h00, while a newly activatarly collection will only start after 15h00 and a
daily collection only after 00h00.

R-35 The DCFMUST make sure that the period betwdba start otonsecutive collections is
alwaysas close tadenticalas possible

NOTE: This means that a collectionllvalways take place at the same time offset relative to the start of
the interval. For example, if a 15 minute collection takes place at 15h07, then it will reoccur at 15h22,
15h37, 15h52etc.
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6.3.1.4Stop_collection_taskPrimitives

R-36 The DCFMUST support thestop_collection_task.requeptimitive. Upon receiving this
primitive, the DCAMIUST stop the collection task identified Byask IDand change the
task status tonactiveat the end of current #minute interval, as aligned with the
network/NE absolute time

R-37 The DCFMUST acknowledge atop_collection_task.requegstimitive, upon receiving
it, with astop_collection_task.confirprimitive. Thestop_collection_task.confirm
primitive MUST contain theask IDand arerrorcodeto indicate the success or failure
(including cause of failure) of the request execution.

R-38 When the collection task status is set to inactive, the MOBT stop collecting
parameters from the NE.

R-39 InactivetasksMUST be reported in theetrieve_all_collection_tasks.confirprimitive.

R-40 The DGF MUST support independent stop of collection tasks.

6.3.1.5Retrieve_collection_taskBrimitives

R-41 The DCFMUST acknowledge aetrieve_collection_task_info.requgsimitive with a
retrieve_collection_task_info.confirpgrimitive. The
retrieve_collection_task_infoonfirmprimitive MUST contain theask_ID task_status
the task’”s conf i g emwrorddetwimlicgedhe suntess er fakureand an
(including cause of failure) of the request execution.

R-42 The DCFMUST acknowledge aetrieve_all_collection_tdss.requesprimitive with a
retrieve_all_collection_tasks.confirprimitive. The
retrieve_all_collection_tasks.confirprimitive MUST contain a list of the collection
tasks (and their related status) in the DCF andreorcodeto indicate the success or
failure (including cause of failure) of the request execution.

R-43 The DCFMUST acknowledge aetrieve_active_collection_tasks.requpsmmitive with
aretrieve_active_collection_tasks.confiprimitive. The
retrieve_active_collection_tasks.confiprimitive MUST contain a list of thactive
collection tasks in the DCF and arrorcodeto indicate the success or failure (including
cause of failure) of the request execution.

6.3.1.6Delete_collection_taskrimitives

R-44 The DCFMUST support thedelete_collection_task.regstprimitive. Upon receiving
this primitive, the DCARMUST delete the task identified igsk IDfrom its tasks list.
When a task is deleted, the associated configuration parameters, task status and reports
are deleted in the DCF.
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R-45

R-46

The DCFMUST acknowledge delete_collection_task.requgsimitive, upon receiving
it, with adelete_collection_task.confirprimitive. Thedelete_collection_task.confirm
primitive MUST contain theask IDand arerrorcodeto indicate the success or failure
(including cause ofdilure) of the request execution.

The DCFMUST support independent deletion of collection tasks.

6.3.1.7ReportingPrimitives

R-47

R-48

R-49

R-50

R-51

R-52

The DCFMUST NOT delete data that is included in the report_upload.confirm primitive
until after automatic upload is successfully parfed.

For each collection task the DBRIST create a report of the collected parameters
containing the following

1 timestampuniquely identifies the time instant of collectidvery collected
parameter valuMUST be traceable back to a timestamp.

1 incompete_flagidentifies that the sample data associated to a collection period is
incomplete for any reason. One singleomplete_flags sufficient per each
report.

Per each parameter the following detelST be contained in the Report:

1 resource_lIDuniquelyidentifies the collection resource on which the parameter
has been collected.

1 Theparameter_IDuniquely identifies the parameter that has been colleated
per the definitions and names in the relevant tabl&eation6.1

1 parameter_valués the retrieved value of the parameter that has been collected.

The above bullet list defines the information content of the report and does not mandate
any specific syntax. Syntax is for further study.

Theresource_IDis defined inR-65.

The DCFMUST support theeport_upload.requegirimitive for pullupload (i.e., report
retrieved by the OSS or a centralized server from the DCF) of collection task reports.
Upon receiving this primitive

The DCFMUST uploa the report associated with the task_ID to the OSS or a central
server

Thereport_upload.requesfiUST be possible eveli an automatic report upload has
been configured (i.e. when thpload_frequencparameter is different from ttogtional
special vaue).

The DCFMUST acknowledge aeport_upload.requegirimitive with a
report_upload.confirnprimitive. Thereport_upload.confirnprimitive MUST contain
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thetask_ID, the associated report andexnorcodeto indicate the success or failure
(including cause of failure) of the request execution.

R-53 The DCFMUST support theeport_upload.indicatg@rimitive for pushupload (i.e.,
report autonomously sent by DCF to the OSS or a centralized jsefwetlection task
reports.This primitive MUST contain theask ID, the associated report andeanorcode
to indicate the success or failure (including cause of failure) of the request execution.

R-54 TheDCFMUST autonomously send a report_upload.indicate primitive at the end of
every upload period, as per the confighupload_frequencparameter.

R-55 The DCFSHOULD support report deletion afteanautomaticupload issuccessfully
performed.

R-56 The DCFMUST support theeport_delete.requegtrimitive. Upon receiving this
primitive, the DCAVIUST delete from the repo#ssociged with theTask_1D all
collected data up to last 4Binute interval. The task statMUST not be changed (i.e., if
currentlyactive the taskMUST continue to collect data).

R-57 The DCFMUST acknowledge aeport_delete.requegtrimitive with a
report_deleg¢.confirmprimitive. Thereport_delete.confirnprimitive MUST contain the
task _IDand arerrorcodeto indicate the success or failure (including cause of failure) of
the request execution.

6.3.1.8Task duration

R-58 Upon expiry of the duration of a collection taske IDCFMUST change its status to
completedIn this status, the collection task cannot be restarted nor modified in any way.

R-59 When the collection task status becomes completed, theMRIST stop collecting
parameters from the NE.

R-60 Completed taskMMUST be rgoorted in theetrieve_all_collection_tasks.confirm
primitive.

R-61 The DCFMUST NOT autonomously delete the collected data when a task goes into
completedstatus, except for the normal deletion procedure when an automatic data
upload is successfully performed

6.3.2 Format of the Information Fields

R-62 Thesyntaxof thetimestampnformation fieldsMUST be eitherthe number of seconds
since LJanuary 1970 (UNIXtme) r al phanumer i cHHMMS ®DMMY Y YY
format

R-63 Thetask_naméMUST be anASCII string of up to 128 chargars.
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R-64 Thetask IDMUST be a 32bit unsigned integer.

R-65 Theresource IDMUST be a string that identifies each DSL port by its hierarchy, that is,
by specifying the associat®&E _ID (network elementandline_ID (e.g. rack, shelf, slot
andport numbey.

NOTE: For example, for the resource AB_IPDSLAM103, rack=1, shelf=1, slot=3, port=25, the
resource IDst ri ng coul d b e-001-00AB3012PSDSL AM10 3

R-66 The errorcod®MUST be a 32bit unsigned integer. One valbMdJST indicate that the
execution was successfuhile all other values indicate that the execution failed.

R-67 The format of thgparameter_IDinformation fieldMUST be an alphanumeristringthat
uniquely identifies the parametaccording to the parameter names in Sedidn

R-68 Theparameter_valuénformation fieldMUST be formatted as relevant ftire type of
object that is requested.

6.3.3 Interface Protocol

The interface protocol to transport the primitives and their information fields is outside the scope
of TR-198

6.4 Data Collecton Functioni So ut h blrdeufacel 0

The Data Collection Function Sout lrigued.nd i nt er

R-69 The requirements in this sectiMUST be implemented at #interfacebetween the
DCF and théQM-ME, if the DCF is notn the same physical entity as the DEE.
The requirements apply regardless of the DCF being implemented in the same physical
entity as the ADF or in a physical entity separate from the ADF.

If the DCF ign the same physical entity as the DQWE, its Southbound interfadgs outside the
scope ofTR-198

R-70 This interfaceMUST allow the DCF to access the parameters listegkiction6.1in the
DQM-ME. Referto G.997.1[23], TR-252[7], for the list of managed objects and the
profiling of configuration parameters.

R-71 The underlying protocdlAY beSNMP, XML or arotherprotocol

R-72 If the underlying protocol is SNMP, The DCF should provide sstethe parameters,
listed in sectior6.1, as managed objects as described in the MIB madules
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6.5 DCF Performance Requirements

This section specifies thminimum DCF performance requirements in terms of the aggregate
processing/memory/dateansfer capabilities necessary to support the referenced combined data
collection task given below in the tableRA73. The referenced cdmmed data collection task
applies only with respect to the scope of the performance requirements in this section and has
been defined with the purpose of identifying a minimum conventionalth@dthe DCFought to

be able to support. The collection armgload frequency values indicated below do not supersede
the requirements for collection and upload frequendy-#8.

The concept of basic collection tasks as well as combined collection tasks are illustrated in
Appendix B dong with informative use€ase examples.

November2012 © The Broadband Forumll rights reserved 460f 73



DQS: DQM systems functional architecture and requirements

TR-198Issue2

R-73 The DCFMUST implement processinghemory/datatransfer capabilities such to
support, as a minimum, the equivalent load of the following combined data collection

tasks:

Table 14 - DCF minimum required processing/memory/data transfer capabilities

N. of lines/nodes

Collection frequency/duration

Upload frequency

One or more tasks
over 100% lines per
node

Collection frequency
AScalars: every H&in
AFraming: every 24
APerformance: every #®in
Avectorial: every éh
él_ink Status: every 1dnin
AXTU Info: every 24h
AVoP: every 18min
ATraps: every 15nin (as

spontaneously generated)

Collection Duration

Every day.

Upload frequency

AScalars: every [15 t60] min

éFraming: every 2h

APerformance: every flto 60]
min

AVectorial: every [@o0 24]h

ALink Status: every [15 t60]
min

AXTU Info: every 24h

AVoP: every [150 60]min

ATraps: every [150 60]min

Singleline tasks over
10% lines per node

Collection frequency

éSc:aIars: every Hnin

AFraming: every 24

APerformance: every 3in

AVectoriaI: every 15min

ALink Status: every 18nin

AXTU Info: every 24h

AVoP: every 18min

ATraps: every 15nin (as
spontaneously generated)

Collection Duration

Over 1 day.

Upload frequency

A’Scalars: every [18 60]min

AFraming: eery 24h

APerformance: every [15 &0]
min

AVectorial: every [150 60]min

ALink Status: every [15 t60]
min

AXTU Info: every 24h

AVoP: every [150 60]min

ATraps: every [15 t60] min

The upper bound for certain upload periods indicated in the tabies abve specified only to
define the reference processing/memoryAietasfer capabilities via the combined use cases.
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6.5 Functional Requirements
This clause defines functional requirements for the DCF.

R-74 The accuracy and consistency of the DSL paramesgpsoaided by th® QM-ME
MUST be maintained throughout the data collection process.

R-75 For scalar and vectorial parameter groups (defin&kation6) the DCFMUST sample
the parameter values for a single line over the shqrtsstible period in order to give the
best possible time correlation among the collected parameters.

R-76 The DCF SHOULD sample the parameter values for a single line over the shortest

possible period in order to give the best possible time correlation an®oglkbcted
parameters.
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7 DQM Management Entity

7.1 DQM-ME Data collection performance requirements

This section specifies the minimum DQM ME performance requirements in terms of the
aggregate processing/memory/datmsfer capabilities necessary to suppatridferenced
combined use cases given below in the tabR-#¥. The referenced combined use cases applies
only with respect to the scope of the performance requirements in this section and has been
defined with the purpose afentifying a minimum conventional load tB€)M-ME data
collectionMUST be able to support. The collection frequency values indicated below do not
supersede the requirements for collection frequen&yis.

If the DCF is inplemented in a physical device separate fronDi@®&1-ME, the number of lines
over which the DQMME is able to support the combined uses is limited bytigerlying
protocol running on the DCF to DQME interface (see NOTE to the TableRn77).

The concept of combined use cases is illustrated in Appendix B along with informativasese
examples.
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R-77 TheDQM-ME MUST implement processing/memory/ddtansfer capabilities such to
support, as a minimum, the equivalent load of tiiewiong combineduse case

Table 15- DQM-ME minimum required processing/memory/data transfer capabilities

N. of lines/nodes Collection frequency
Use case 1. AScalars: every Hin
Over 100%of the Arraming: every 24
lines

éPerforn"ance: every 15nin
AVectorial: every én

ALink Status: every 15nin
AXTU Info: every 24h
Avop: every 15min

Use case 2: AScalars: every 1&in
Over 10%of thelines A:raming: every 24h

(see NOTE) Aperformance: every 1in
Avectorial: every 15min
éLink Status:every 15min
AXTU Info: every 24h
AvoP: every 18min

NOTE: If the DCF is implemented outside the NE, then it
assumed that SNMP will be used in order to collect the d
and if this is the case, then the combined useisdisaited

to 100 lines for s supporting more than 100 lines (i.e. u
case 1 on 100 lines and use case 2 on 10 liBgs)ems may
be able to perform collection against higher numbers of |i

R-78 The DQMME MUST ensure that the collected data from the current collection period is
available at its management interface for uploading before the subsequent collection
interval begins. This could be, for example, the availability of the data to be retrieved
with SNMP-GET/GETNEXT or a file ready to be transferred with FTP.

7.2 Collected DSLRelated Notifications

This section specifies the requirements abloatDQMME generating and reporting DSL
related notifications caused by crossing the associated performance monitoring thresholds.

Those notifications associated to performance monitahresholdsVIUST be all specified per
15-minute and per 2four intervals.

R-79 The DQM-ME MUST supportgeneration and reporting of the followingtifications
(upon crossing of the associated threshads)etailed iMable9 andTable10.
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8 DQM Analysis & Diagnosis Function

8.1 Diagnosis Function

The Diagnosis Function offers a set of line diagnosis capabilities provididgraand
investigation of equipment and line problems affecting service quality. Dataegfrem DSL
operators who have upgraded their infrastructure to fmdgabit rates, indicates that some lines
become unstable or exhibit high levels of packet loss.

All forms of line instability manifest themselves in a reystematic way and are alson

stationary. Diagnosing these types of problentgabsurintensive and time consuming, and can
erode the OPEX budget if the DSL network is not supported by appropriate management tools.
The Diagnosis Function handles this problem by monitorindpéheviour of a DSL line in

detail. It performs an automated ddtagnosisand formulates possible causes for the line defect.

The Diagnosis Function suppshkoth DSL specialists and frefihe customer support personnel

in service assurance activities. Tdiagnostic process involves running a panel of diagnostic
scenarios and interpreting the resulting values. The test panel selection depends on the problem
experiencedDifferent diagnostic scenarios can be run as part of a troubleshooting activity. A

line inspection is launched on lines to investigate a customer complaint or as part of a preventive
maintenance operation.

Not all of the problems causing service degradation require monitoring ob8i&lviourover
time. Some of the problems can be diagdadieectly by looking at the current operating mode.
Also, in a customecare environment, it is necessary to have immediate feedback so that the
customer care representative can provide customer advice on the phone.

8.2 Analysis Function

The Analysis Funatin adds the capabilities for proactive or preventive infrastructure
management. This is achieved by a regular assessment of the installed base and comparing it
against the individual requirements of the services deployed in the network. The performance
andstability snapshot reports of the DSL network enables infrastructure management capabilities
ranging from simple performance verification based on the classification reports to automated
optimization of the line profile when combined with the New Pr@idection module.

The ADF requirements are for further study.
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9 New Profile Selection Function

With the rollout of tripleplay and other high demanding services, the copper infrastructure is
used more intensively than during the early deployment phdsestéffort HSI access. This
increases the sensitivity of the DSL to the environment. Line instability is induced by noise
interference and Hhouse cabling issues and characterized by sstaiionarybehaviourthat is
almost impossible to predict. A silar situation can be observed in scenarios where the service
coverage is increased.

When planning DSL line configuration for maximum reach or rate one has two approaches to
choose from:

1 Aggressive praualification:usingthis approach, prgualification rules are primarily
based on parameters related to loop topology, taking only a moderate noise environment
into account. This means an increased level of instakihigh results in customer
complaints and followp costs.

1 Conservative prgualification with this approach, prqualification takes both loop
topology and noise into account using a static model based onrcasesassumptions.
Clearly, the drawback of this approach is drastically reduced service coverage.

New Profile Selectiofrunction (N°SF)introduces a dynamic feedback mechanism on top of the
Analysis and Diagnosis Function. This allows the line configuration to be adjusted to ultimately
obtain a better linbehaviour This process is automated, enabling the adjustment to be done on a
line-by-line basis.

Full controlought tobe provided to theperatorover what exactlyhe NPS- is allowed to do

and for which line NPBis enabled such that the line is still offering the service according to the
best/most optimal DSL setuphis is haudled by the Constraints and Network Profilesction

The line reconfiguration is accomplished by the Profile Configurdiiorction which is the

service provisioning applicaticendalso performs the initial line configuration as part of the
fulfilment process.

TheNew Profile SelectionFunctionrequirements are for further study.
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TheProfile Configuration Functiois implemented as shown lfigure3. Possible deployment

scenars are shown iAppendix D

PCF
SIB iff

PCF
N/B iff

Figure 3 - Profile Configuration Function

1001Prof il e Configuration Funct

TheProfile ConfiguratiorFunction Northbound nt er f ace i s

on ANorth

denoted *“Y"” i

R-80 The requirements in this sectidUST be implemented at the interface between the
NPSF and the PCF if the PCF is not implemented in the same physical entity as the
NPSF. The requirements apply regardless of the PCIg lo@plemented in thia the
same physical entity as the DQME or in a physical entity separate from D@M-ME.
If the PCF is implemented in the same physical entity as the NPSF, all the functionalities

andbehavioursas described in Sectid® MUST be provided.

The following subclausescontaingeneral requirements for the specification of the PCF

Northbound interface:

10.1.1Interface Primitives

The PCF Northbound interface consists of an exchange of primitives between the NPSF (or
several NPSFs) and the PCF whMbIST be able to interface with several NPSFs. Primitives

are listed infablels, wi th the related information fields
primitives are sent from the NPSFtotteP. * Conf i r m’ primitives are
NPSF in i mmediate response to a request pri mi

from the PCF to the NPSF.

Table 16 - Interface Primitives and Information Fields

Profile Configuration

(task_name, resource_list, current_profile, (task_ID, errorcode)
profile_set, selection_criteria, trigger,
expiry_action, expiry_time)

Create_profile_configuration_task.request Create_profile_configuration_task.confirm

(task_ID, resource_list, current_profile, (task_ID, errorcode)

Modify_profile_configurationtask.request Modify_profile_configuration_task.confirm
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profile_set, selection_criteria, trigger,
expiry_action, expiry_time)

Retrieve_profile_configuration_task info.requg Retrieve_profile_configuration_task_info.confir]
(task_ID) (task_ID, task_name,resource_list,
current_profile, profile_set, selection_criteria,
trigger, expiry_action, expiry_time, errorcode)

Retrieve_all_profile_configuration_tasks.reque Retrieve all_profile_configuration_task.confirm

0 ({task_ID}, errorcode)
Delete_profile_configuration_task.request Delete_profile_configuration_task.confirm
(task_ID) (task_ID, errorcode)

Reporting

Profile_configuration_task.indicate(task_ID,
profile_configuation_log, errorcode)

10.1.1.1  Create_profile_configuration_task Primitives

R-81 The PCRMUST support thecreate_profile_configuration_task.requestmitive, with
Information Fields as defined ifable17. Upon receiving this primitive, theCFMUST
create a profile configurationtask,ni t i al i ze the task’'s par ame
received Information Fieldslocateatask [Dfor it and start the task

Table 17 - Create_profile_configuration_task primitive configurable parameters

Parameter Description and behaviour

task_name Name of the collection task according to the
syntax specified ifR-63

resource_list List of resources the profile configuratidiuST
be applied to.

The following deterministic and filtered mode
MUST be implemented:

A deterministic mode:
resource_list = {NE_ID, {line_ID}}
A filtered mode:
resource_list = {NE_ID, {line_ID with
profile==current_profile}}
or
resource_list = {line_ID with
profile==curent_profile}

Each resource in the list is specified according
the syntax irR-65.

current_profile Name of the profile currently configured on the
line(s) targetted by the task.
new_profile Nameof profile to be appliednthe line(s)

targeted by the task
If new profile == current_profiléhenthe profile
configuration action corresponds to a line resta

trigger The criteria to follow for applying the profile.
The following types of triggerSIUST be
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supported:

A Immediate true/false

A Time_window: current time belongs to
[start_time, end_time]

A Line down: true/false

A Threshold_filter: boolean combination of
threshold crossing conditions.
e.g. (CVC >[ X])

A Traffic_absence: no_pkt_counter_variation f
[N] minutes

All the triggersMUST be expressed as a logical
combination of boolean equations. The profile
configurationMUST be immediately applied
when such logical combination holds TRUE.

The start_time and end_time are configured as
(date, time) or (time).

expiry_action

Action to be forced at the expiry_time regardleg
of the trigger configuration.

This parameteMUST take the values:
force_configuration/abort_configuration

expiry_time

Date and time at which the expiry_action is
forced regardless of the trigger configtiva. The
expiry_time are configured as (date, time).

R-82 The PCAMUST acknowledge areate_profile_configuration_task.requgsimitive with
acreate_profile_configuration_task.confirpnimitive. The
create_profile_configuration_task.confinonimitive MUST contain the parameters
defined inTable17 and their specified behaviour:

Table 18- Create profile configuration task.confirm primitive parameters

Parameter Description and behaviour

task_id The uniquddentifier of theconfigurationtask
according to the syntax specifiedRa64.

errorcode The errorcode

10.1.1.2 Modify_profile_configuration_task Primitives

R-83 ThePCFMUST support thanodify profile_configuration_taglequestprimitive, with
Information Fields containing thtask_IDplus any of the parameters definedablel17.
All task parameters can be modified with the exception ofasle nameUpon receiving
this primitive theprofile configurationtask identified byrask_IDMUST be modified as

requested.

R-84 ThePCFMUST acknowledge anodify profile_configurationtask.requesprimitive,
upon receiving it, with anodify profile_configurationtask.confirmprimitive. The
modify_configuration task.confirmprimitive MUST contain theask_IDand an
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errorcodeto indicate the success or failure (including cause of failure) of the request
execution.

10.1.1.3 Retrieve_profile_configuration_tasks Primitives

R-85 The PCRMUST acknowledge aetrieve profile_configuation_task_info.request
primitive with aretrieve profile_configurationtask _info.confirnprimitive. The
retrieve _profile_configurationtask_info.confirnprimitive MUST contain theiask_ID
the task’”s conf i g emwrortdetwimlicgede sacress oefailsre and an
(including cause of failure) of the request execution.

R-86 The PCRMUST acknowledge aetrieve_all profile_configurationtasks.request
primitive with aretrieve_all profile_configurationtasks.confirnprimitive. The
retrieve_all profile_configuration tasks.confirnprimitive MUST contain a list of the
profile configuration tasks pending in the PCF an@marcodeto indicate the success or
failure (including cause of failure) of the request execution.

10.1.1.4  Delete profile_configuration task Pimitives

R-87 The PCRMUST support thalelete profile_configurationtask.requesprimitive. Upon
receiving this primitive, the PCMUST delete the task identified kigisk _IDfrom its
tasks list.

R-88 The PCRMUST acknowledge delete profile _configurationtask.reqestprimitive,
upon receiving it, with aelete profile_configurationtask.confirmprimitive. The
delete profile_configurationtask.confirnprimitive MUST contain theask IDand an
errorcodeto indicate the success or failure (including cause of faibfré)e request
execution.

R-89 The PCRMUST support independent deletionmbfile configuratiortasks.

10.1.1.5 Reporting Primitives

R-90 The PCRMUST send grofile_configuration_task.indicate report the result of the
profile configuration requested. Tpeofile_confguration_task.indicat@rimitive MUST
contain theask_ID theprofile_configuration_logand arerrorcodeto indicate the
success or failure (including cause of failure) of the profile configuration.

R-91 Theprofile_configuration_logMUST contain the followng information per eadme_ID
of theresource_list
Alndication of the applied profile or no configuration applied.
ATriggers values that enabled the profile configuration
Alndication whether thexpiry_actionwas applied due to the expiration of #hiry time
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11 DQM Control Function
Requirements for thBSL Quality Managementontrol function are for further study.
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12 Quality Exception Generation Function
Requirements for th@uality Exception Generation Functi@me for further study.
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Appendix A. Relationship of theDQM Functional Model to the ATIS
Dynamic SpectrumManagementTR Reference Diagram

The ATIS Dynamic Spectrum Management Technical Report (DSM 28} provides guidance
on the use of Dynamic Spectrum Management for optimizatiahe physical layer of DSL
systemsThisTechnical Reportan be considered to include concepts introduced in the ATIS
DSM TRand providesdditional detag with respect to the functional interfaces requirethtio
the DSL Network Elements and the Operations functions provided by a Network Operator.

Figure 41 in the ATIS DSM TR provides a reference diagram for D8 is shown in
Figure4.

Service Provider - Other Processes
A
1
1
DSM-S

v

SMC = Spectrum
Management Center
A A A

/ ' [

S DSM-C |

Figure 4-1 DSM Reference Diagram

Figure 4 - The Reference Model from the ATIS DM TR

[source: ATIS 060000MDynamic Specum Management Technical Reparsed with permissioh]

The three DSM interfaces toward the Spectrum Management Center (SMC) are tHe,DSM
DSM-C and DSMS.

1
© Copyright 2010 by thélliance for Telecommunications Industry Solutions, Inc. ATIS publications are available from theD®EL8nent
Store athttps://www.atis.org/docstore/default.aspx
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The DSMD is concerned with interfaces that allow the SMC function to access G[29}.1
information on the state of the DSL connection needed to support DSM functionality. The DSM
C relates to interfaces from the SMC to the Network Elements that use Gcéa#rdl

parameters to fprofile the DSL connectiormhe DSMS refers to data flows from the SMC to
other operations functionality implemented by the Network Operator.

Figure5illustrates the relationship between the ATIS DNl reference diagram and the
functional model for thi§echnical Reportin as much as the DQM functions inside the blue box
provide the capabilities that can be used for DSM they would be implemented in an SMC with
the DSM interfaces as showithis Technical Reporprovides requirements with respect to the
functionalities and processing capability required to perform DQM functions. To this end the
figure below does not imply equivalence between the functions and interfaces defimed in
Technical Reporand those in the ATIS DSM TR.
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Figure 5 - Relation of DSM TR Reference to DSL Quality Suite Functional Reference
Model

Annex D of the ATIS DSM TR describes sygies of DSM with DSL Monitoring, Maintenance,

& Operations. This, and many of the DSM routines described elsewhere in the DSM report,
overlap with the functions defined in thigchnical Report
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Appendix B. DSL Data Collection UseCases

This appendix describdmsic and combinedse casefor DSL data collectiorthat Operators
consider representative of current doeseeabléuture needs. These use cases are not intended
to be theonly ones mandatorily supported by implertaions, rather they provide examples to
study the processing, memory and responsiveness capabilities inherently required.

The use casare listed in a table containing:

A Use case naméased orypical Network Operation processes

A Objective: the goalfathis specific type of collection task

A Numberof lines/nodes: roughly indicates the number of resources involved progem
based on this type of collection task

A Collection frequency/duration: indicates the desirable frequency for collecting theasssoc
parameters samples and a reasonable overall duration of the collection task

Type of parameters: indicates the parameters sets to be collected to support analysis and
diagnosis activities fed by this type of collection task
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Basic use cases refiera Data Collecbn Function(either on the access node or on a different system):

Table 19 - Basic use cases

Parameters groups
(see .1/TR-199
.
N. of Collection S| <|C|3 |«
jecti . . e =3P
Use case name Objective lines/nodes| frequency/duration 31218 e E' <|F Notes
258328272
nKe|ls|Le g |°
3| V|3
o
Network Trend | Long term, network wide monitoring t¢ max 100% | Every 15min or6-h or24-
Analysis (NTA) | identify trends and possible waeesses| lines per h.
. : . X | X X X X| X X
for infrastructural interventions and/or| node over | Every day.
proactive maintenance. 100% nodes
Proactive Short term, network wide monitoring t{ max 30% of| Every 15min or6-h. 15-min Performance
Assurance (PA) | identify lines with higherror rate or lines over | Over 3 days. X[ X| X| X| X| X| X| X| X| Monitoring registers ove
with poor bit rate performances. 100% nodes last 24 hours (Note)
Binder survey Medium term monitoring to gather 10-100 lines| Every 15min or 6-h
(BSurv) overall binderinformation to understan| of a binder | Over 21 days.
. Xl | X[ X X] X X
a common fault/degrade condition or
decide about service upgrades.
Node survey Medium term monitoring to gather 50% of Every 15min or 6-h.
(NSurv) overallnodeinformaion to understand | lines of Over 21 days.
" Xl | X[ X| X] X X
a common fault/degrade condition or | each node,
decide about service upgrades. 1-5 nodes
Area survey Medium term monitoring to gather 10% of Every 15min or 6-h.
(ASurv) overall (CO, metropolitargrea lines, Over 30 days
information to understand a common | 10-100 X[ | X X X X X
fault/degrade condition or decide abol{ nodes
service upgrades
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Use case name Objective . N. of Collection ' Parameters groups Notes
lines/nodes| frequency/duration (see $.1/TR-199
PreQualificaton | To corr el at e “r e al100% of Every 1 hour.
(PreQ) data from a DSL rtevork planning lines over | Every day.
database and update the data if 100% of
necessary. nodes
Determine additional parameters to
optimize resp. improve the data qualit X X[ X| X| X| X| X
This helps giving the customer more
precise information about DSL
availability and performance and the
related services( g. Triple play,
IPTV).
Zero Touch To support a zertouch provisioning | 1 line Oneshot. Individual collection per
Provisioning process that enables the Access Nody Triggered by first DSL line randonmy triggered
(ZTP) retrieve a DSL port configuration sync. by first time DSL
profile the very first time a subscriber synchronization.
connects to the network, i.e. without tl X X
profile data being preonfigured on the
Access Node.
Reference: TRL47 Appendix 1.
Intensive Care | To inspect or analyse lines that are | Max 1% of | Scalar params: every &0
(IC) suspected to be experiencing some | the number | All other params: every
problem condition or have recently be| of lines that| 15-min
modified and are expected to require | can be Over max 48 hours. X X[ X| X| X| X| X
closer inspection post modification. | served from
an NE
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Use case name Objective . N. of Collection ' Parameters groups Notes
lines/nodes| frequency/duration (see $.1/TR-199
Line Trouble Collection of historical data from NE | 1 line Every 15min.
Shooting (LTS) | for diagnostic purposes trigget by Over 1 day.
! . X X X X X X| X
customer complaints or to record line
variations before a trueioll.
Line re-Profiling | Short term monitoring to select 1line Every 15min or 6-h.
(Lre-P) appropriate profile wrt line conditions Over 3 days.
(i.e. improve stability or pgormances,
which mayinclude as a value a service
upgrade). This is associated to servict X X[ X[ X | X X
activation or upgrade or triggered by
automatic processes such as those fo
proactive assurance or by customer
complaints.
Periodic Scanto | Collect data to allow the DQM Analysis | max 100% | Once Daily/Continuing
Support Historical | function to generate diagnostic informatiq lines per Process
DQM Analysis and select lines for rprofiling based on node over
collected data. Certain poorly performing 100% nodes X| X| X| X| X| X
lines are selecteaf additional processing
based on this data and this collected data
used in the rgrofiling analysis.
Directed data Support of immediate DQM analysis an | 1 line One shot of instantaneous maybe stimulated by
retrieval on demand basis for a single line Does n data and historic XBin technician action, request
occur on a predetermined schedule data X| X| X| X| X| X| X| X| by an OSS/NMS or by a
trap received by DQM
contol function

Note: this implies permanent availability of indicated parameters for all active lines at each Network Element.

The above use cases represent the basic categories of collection tasks associated to specific network activitieseithety cover
backgrounddata collection (NTA, PA, BSurv, NSurv, ASurv, R@g carried out for trend or proactive analysis, surveying or
pre-qualification purposes, spanning over many lines and, generally speaking, nodes. The remaining ones (ZTP, ICPLa& Lre
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singleline use cases associated to a specific network phase in the life of a customer line {Brge firstvisioning monitoring and
troubleshooting, service upgrade, service assurance).

In a real network concurreattivitiesare carried out leading a combination of collection tasks taking place. For example, on a node
at a given time, one or more background collections and several-bnmgescouldbe taking place.

The following combined use cases that are considered representative oictssprg/memory/dataansfer load to be supported by
theDistributed Data CollectoDDC) and, consequently, by network nodesuidil the typical network collection needs.

The indicated percent of | i nes ruwrentbackgounthsdsiglelme attivitesnbi ned peak
respectively.

It is assumed that the processing/memoryiti@asfer capabilities of theCF and the network nodes can be flexibly exploited thus
allowing the foreseeable variety of real network collecti@kgavith a load equivalent to these combined use cases.

Table 20- Combined use cases
N. of lines/nodes

Combined
use case name

Basic use cases

Network Trend 100% lines per node over
Analysis (NTA) 100% nodes

NTAL00%&LTS10% Line TroubleShooting| singleline LTS tasks over 10% lines per node
(LTS)
Pre-Qualification 100% of lines over 100% of nodes
PreQ100%&I1C10% (PreQ)

Intensive Care (IC) | singleline IC tasks over 10% lines per node
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Appendix C. Possible Deployment Scenarios for OF

DB

Figure 6 - Centralised Data Collection from Management Server

The Figure above depicts the scenario where the Data Collection Function is located within the same
physical entity as the ADF. ThedF retrieves data from all ti@QM-ME instancesn the managed
broadbandetwork via the DCF Southbound Interface define8ection6.4.

DB

Figure 7 - Distributed Data Collection Function in NE

The figure above depicts the scenario wheréddtiCollection Functionis implemented in an
entity that is physically separate from the ADF function. In this example, the DCF is
implemented in the same physical entity as the DK
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Figure 8 - Distributed Data Collection Function external to NE

The above figure depicts the scenario where the Data Collection Function is implememted
entity that is physically separate frohetDQMME. In this particular example, the DCF is
located on th&lementManagenent System (EM)ut it could be a standalone D&tallection
implementatiorand the traffic need not pass througtEans.

Note : Potentially multiple ADFs or other functioradtities could communicate with a single
DCF and in such situations multigkorthboundnterfaces would exist.

November2012 © The Broadband Forumll rights reserved 670f73



DQS: DQM systems functional architecture and requirements TR-198Issue2

Appendix D. Possible Deployment Scenarios for PCF

SB il

Figure 9 - Profile Configuration Function on samephysical entity as NPSF

The above figure depicts the scenario where the Profile Configuration Function is located on the
same physical entity as the NPSF. The PCF sends all the profile configuration data via the PCF

Southbound interface.

Figure 10 - Profile Configuration Function located in the Element Manager
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Figure 10depicts an example in whiche PCF is located on tlidement Management System
(EMS). Figure 11 below describes a particular example in which the PCF is in the same physical
entity as the DQMME.

Figure 11 - Profile Configuration Function located in the Network Element

Potentially multiple NPSFs could communicate with a single PCF and in such situations multiple
Northboundnterfaces would exist.
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Appendix E. Profile Configuration use cases

This appendix describes basic use cases for Profile Cortf@uthatService Providersonsider
representative of current and foreseeable future needs.

These use cases are not intended to be the only ones mandatorily supported by implementations,
instead they identify for the main Network Operation activitiestyfpical configuration actions
finalising a DQM cycle omonitoringY analysis and diagnos¥ corrective action.

The use cases are listed in a table containing:

A
A
A

Use case name: based on typical Network Operation activities
Objective: the goal of this spific type of configuration task

Resource list: qualitatively indicates if this type of configuration task is typically defined
to a single line or a list of lines (on one or more NEs) and how such list is defined

Profile set: qualitatively indicates ifiis type of configuration task is typically defined
with a single profile to be applied or a list of profiles subject to a certain selection criteria

Triggers: qualitatively describes the typical triggetich arerelevant for this type of
configuration &sk.

One or more of the indicated triggers may apply though the ways they are typically linked in the
Boolean combination that gives the actual trigger arelestribedn the table. Notice that the

i mmedi ate’ trigger idesexclusive with regard
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Table 21 - Proposed use cases for Profile Configuration:

Triggers
3
Use case name Objective Resource list Profile set ?5 Time Line Traffic
o : Threshold
s window | down absence
5]
First time activatiorof a DSL Single line as | Single as per service ord| Y | - - - -
Service activation| service on a line per service
order
Change in the service requiring Single line as | Single profile as per Y | Y. Planned| - - -
Service change | different DSL profile per service service change order schedule
change order may apply
Immediate or triggered change| Single line Single or multiple profiles Y | Y Y Y. Thresholds | -
Proactive change| due to severe degrade status | identifiedvia |[may appl y. e.g. on ES,
on severe degrag previous selection depends on SES, UAS,
monitoring degmde criteria
Immediate or triggered change| Single line Single or multiple profiles Y | Y Y Y. Thresholds | Y
Proactive change aimir}g to im_prove robustness. iden';ified via may app |y . e.g.on CV, ES
f b Quality/stability level spans previous selection depends on SES, UAS,
or robustness o ) o -
from barely below acceptable t¢ monitoring quality/stability criteria
aboveseverelydegraded
Triggered change to improve th Single line Single or multiple profileg - | Y. Planned| Y. - Y
line rate. Quaty/stability level |identifiedvia |may appl y. schedule | May
Proactive rate IS above acceptable and can beg previous selection depends on the may apply | wait
improvement tradeoff to gain on the rate. monitoring or | quality/stabilty level. for
filtering on a CPE
specific profile off-on
Immediate change upon claim | Single line Single profile. Y |- - - -
Claim based from a customer identified by
change claim. Previous
monitoring may
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Use case name

Objective

Resource list

Profile set

Triggers

Time
window

arelpaww|

Line

Threshold
down

Traffic
absence

have happened

Network proactive
assurance on THF
crossing

Triggered change over a set of
lines identified as critical or par
of a category subject to special
care.

Multiple lines
identified via
previous
monitoring or
filtering on a
specific profile.

Single profile.
Also multiple profikes
may apply.

<

Service migration

Planned change over a set of
lines with the same service.

Multiple lines
identified via
filtering on a
specific profile.

Single profile.

Profile cleanup

Planned change so that a spec
profile is rot configured on any
line in (a part of) the network.

The aim is then to get rid of tha
profile from NEs, EMS and all

other involved network systems

Multiple lines
identified via
filtering on a
specific profile.

Single profile.
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End of Bioadband Foruniechnical ReporTR-198
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