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Executive Summary

ITU-T Recommendation @935 [2] defines a transmission method called vectoring, which in
combination with G.993.2 can be used to reduce therfdr(seHFEXT) crosstalk levels and
improve performance of a group of VDSL2 transceiviershe downsteamdirection vectoring is
performed at the C&ide transmitter vithe FEXT cancellation preoding. Intheupstream, it is
performed by postompensating for it at the CG€)de receiver via crosstalk cancellation.

Removing seHFEXT greatly improves @ performance of VDSLDespite the removal of the self

FEXT, vectoring performance may be degraded by the uncancelled crosstalk that is related to some
deployment scenarios driven by particular regulatory regime, service deployment strategies or
vectoringimplementationSome of these scenarios may be related to the particular regulatory
regime, commercial or competitive environments, particular deployment strategies, or to the
particular service or CPE choices of customers, and also to vectoring im@é&orent

This Technical Reporéxplores available options for avoiding mitigatingthe impact of

uncancelled crosstalk on the performance of vectored lines. After clarifying the various types of
uncancelled crosdiathat may impact vectoring, it describes such techniques in terms of
complexity, effectiveness, operational conditions, and regulatory consequences for effectively
deploying them in the network.

Although there are many practical situations where undledogrosstalk may degrade vectoring,
operators have several tools at their disposal for mitigating its impact on vectored lines. None of
these tools by itself can completely remove all types of uncancelled crosstalk, but using a
combination of System Lel/®ectoring (SLV),CrossDSLAM Vectoring kDLV ), vectoring

friendly CPEs, an®Dynamic Spectrum Managemem$M) canmaintain vectoring gains in most
deploymentsvith or without physical Suthoop Unbundling (SLU).

Chapter 6 of thigechnical Reportliscusss in detail DSMCrossDSLAM Vectoring kDLV) and
Cable Level VectoringGLV) as techniques for mitigating or eliminating uncancelled crosstalk.
Some of the technologies described in this chapter may be emergingstandardized at this
time. Chapter ®ighlights the possible traefs and limitations, availability in a mono or muilti
vendor environment and the status of standardization as applicable to each technigue.
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1 Purposeand Scope

1.1 Purpose

The purpose of thi$echnical Reporis to address best practices and analysis regarelthgiques
for mitigating or avoiding the impact of uncancelled crosstalk on vectored lines, in cases of
coexistence of vectored and neectored lines in the same cable/binder emeistence of multiple
vectored groups in the same bindene contents are meant to provide information to the industry
and there are no normative requirements stated i éulsnical Report

1.2 Scope

Although vetoring can cancel the crosstalk between vectored lines, the presence of neighboring
lines that are nomectored or belong to a different vectored group can lead to the presence of
uncancelled crosstalk, i.e. crosstalk that vectoring does not remové.ethisical Report
addressetechniquedor mitigating or avoiding the impact of this uncancelled crosstalk on vectored
VDSL2 lines. The scope includéschniquedo address the coexistence of vectored and non
vectoral VDSL2 lines in the same cable/binder as well as crosstalk between multiple vectored
groups in the same binder, possibly managed by multiple network opé&ragpsimary scope will
betechniquedo address the coexistence of vectored andveatored DSk in the same

cable/binder as well as crosstalk between multiple vectored groups in the same binder, possibly
managed by multiple network operators.

TheTechnical Reporaddresssbest practices and analysis lrese areas based upon quantitative
analysis, simulation, and possibly field/lab measurements and findiagisniquedased upon
management techniques and algorithms will teyared. These include among others Dynamic
Spectrum Management techniqB$SM Level 1, 2 and 3 tools),r8ssDSLAM Vectoring

(xDLV), and Cable Level Vectoring (CLYandbinder management
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2 References andlrerminology

2.1 Conventions

In this Technical Reportseveral words are used to signifig requirements of the specification.
These words aralwayscapitalized More information can be found be RFC 211915].

SHALL This word, or theermil R E QU | R E Dsdhat then@efinition is an
absolute requirement of tispecification.

SHALL NOT  This phrasenearsthat the definition is an absolute prohibition of th
specification.

SHOULD This word, or theermi RECOMMENDED O, meoala s
exist valid reasons in particular circumstances to ignore this item,
the full implicationsneed tdbeunderstood and carefully weigt
before choosing a different course.

SHOULD NOT This phrase, or the phrase "NOT RECOMMENDED" means that t
couldexist valid reasons in particular circumstances when the
particular behawr is acceptable or even useful, but the full
implicationsneed tdbe understood and the case carefully weighed
before implementing any behavior described with this label.

MAY This word, or theermit OP TI1 ONAL O, means th
an allowed seof alternatives. An implementation that does not
include this option MUST be prepared to intgrerate with another
implementation that does include the option.

2.2 References

Thefollowing references are of relevance to thechnical ReportAt the time ofpublication, the
editions indicated were valid. All references are subject to revision; afsthiis Technical Report
are therefore encouraged to investigate the pdigsitf applying the most recent edition of the
references listed below

A list of currently validBroadband-orum Technical Reports is published at
www.broadbandorum.org

Document Title Source Year
Very high speed digital subscriber line ITU-T 2011
[ G®3.2 Transceivers 2 (VDSL2)
SeltFEXT Cancellation (Vectoring) for use ITU-T 2010
2] G.9935 with VDSL?2 transceivers
3] TR-188 DSL Quality Suite BBF 2010
[4] TR-198 DQS: DQM systems functional architecture BBF 2011
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and equirements

5] TR-197 DQS: DSL Quality Management Technique BBF 2012
and Nomenclature

6] ATIS Dynamic Spectrum Managementechnical ATIS 2012

0600007.2 Report (Issue 2)

[7] ND1513 Report on Dynamic Spectrum Management NICC 2010
(DSM) Methods in the UK Accesseativork
Spectrum Management for Loop ATIS 2003

8] ANIS T1.417 Transmission Systems, ANSI standard

[9] S. Huberman, C. Leung, T. il¢goc, IEEE 2012
ADynamic Spectrum MiCommunications
Algorithms for MultrUser xDSL Surveys &

Tutorials, vol. 14
no. 1, First Quarter

2012
[10] R. Cedrillon, et., al., "Optimal Multiuser IEEE Transactions 2006
Spectrum Balancing for Digital Subscriber on
Lines" Communications,
Vol. 54, pp. 922

933, May 2006

[11] ATIS Multiple-Input Multiple-Output Crosstalk ATIS-0600024, 2009

0600024 Channel Model April 2009
[12] K. Kerpez, J. Cioffi, S. Galli, G. Ginis, M. IEEE Conference
Goldburg, M. Mohseni, A. Chowdhery, on Information
ACompatibil ity -Wdctor&t Sciences and
VDSL2 Systems (CISS),
Princeton, NJ,
Mar. 21i 23, 2012
[13] W. Yu, G. Gini s, J . |IEEE J. Sel. Areas 2002
multiuser power control for digital subscribe Commun., vol. 20,
l i nes, O pp. 11051115,
Jun. 2002
[14] A Colmegna, S Galli, M Goldburg, "Method: FASTWEB/ASSIA April
for Supporting Vectoring when Muiie White Paper, 2012
Service Providers Share the Cabinet Area,"
[15] REC 2119 Key words for use in RFCs to Indicate IETF 1997

Requirement Levels

2.3 Definitions

The followingterminology is used throughout thigchnical Report

Alien Crosstalk  Crosstalkcreated by alien lines.
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Alien Lines

Alien Noise

Binder

Binder Group

Binder
Management

Board Level

Vectoring (BLV)

Bonding

Cable Level
Vectoring

CrossDSLAM
Vectoring

Crosstalk

DSM

Error Sample

FarEnd
Crosstalk
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A set of Iines is fAaliend to a se
carry a 5L signal type that is different from the one carried by the lines in
second set.

In the context of vectoring, alien lines are lines that carry anyizalL2 DSL
signal and share the same cable with lines in e0@ded Group.

Any non-crosstalknoiseimpairing a DSL line, e.g. impulse noise, RFI, powel
line communication interference, etc.

A group of twisted pairs in a telephone cable that are in close proximity to
pairs in the same binder throughout the length of cabléadiiie process by
which the cable was manufactured. Twefig pairs is a common size of a
binder. Each twisted pair within a binder is identified by a color code uniqu
within a particular binder placed

An individual binder within a telephone cable that contains multiple binders
Each binder group is identified by a ribbon or sheath that surrounds that
particular binder and identifies that group with a color code that is unique v
that cable to that binder group

A method to avoid out of domain s€tEXT by assigning DSLAM ports to
cable pairs so that only one vectored group resides within a cable binder g

A vectoring architecture where a vectored groap span at most over the line
terminating on a single lireard. In BLV, there is one vectored group per-ine
card, and the lines terminating on different {g@ds belong to different
vectored groups.

Use of multiple DSL lines inverse riplexed at the DSL level to carry a singl
application payload to a customer over multiple copper loops. DSL Bondin
defined in ITUT Recommendations G.998.1, G.998.2, and G.998.3

In CableLevel Vectoring(CLV), the operation of veoting is performed acros:
all the pairs in a cable, regardless of whether they terminate on multiple
DSLAMSs or not.

A vectoring architecture where the operation of vectoring is performed acr
multiple DSLAMSs by coordinating thenoghat the vector group spans lines
that terminate on different vectored DSLAMSs.

Interfering signal received in one copper pair of a cable from services in ot
copper pairs of the same cable

Dynamic Spectrum Management. DSM is an optatian framework
incorporatingparameters of the subscriber line environment and transmissi
systems that are time or situation dependent

The measurement made by BSL2 receiver supporting Vectoring that
indicates the effect of crosstalleceived into loop serving théDSL2 Line.

Crosstalk between DSL services at the far end of the copper loop away frc
DSL transmitter
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In-domain Se  This type of seHFEXT is generated by lines that belong to the same Vector
FEXT Group.There are three notable cases in vectoring:

1) The indomain SeHFEXT generated by the lines in the f&eded Groups
cancelled by vectoring in both downstream and upstream.

2) The inrdomain SeHFEXT generated within the vectored group but agwf
the PreCoded Group is cancelled by vectoringooth downstream and
upstreamf and only if those lines terminate on full vectorifigendly CPEs.

3) The inrdomain SeHFEXT generated within the vectored group but outsidt
the PreCoded Group isancelled by vectoringhn downstreanonly if and only
if those lines terminate on downstream vectoiffgndly CPESs.

Legacy CPE A VDSL2 CPE that is neither downstream vectofingndly (G.993.2 Annex
X), nor full vectoringfriendly (G.993.2 Annex Y), norectoring (G.993.5)

capable.
NearEnd Crosstalk between DSL services at the near end of the copper loop near tt
Crosstalk transmitter
Outof-domain  This type of seHFEXT is generated by lines that do not belong to the Vecto
SelFFEXT Group. Tle outof-domain SeHFEXT cannot be cancelled by vectoring.
PreCoded Thesubsedf lines ina vectored groupn which vectorings actually
Group performed i.e. lines that are terminated on both a vectecagable DSLAM

and on vectoring capable CPEsthe downstream (upstream), the vectoring
performed at the transmitter (receiver) side viaqueing (posttompensation).

Precoder The function for the downstream direction that performs the mathematical
operationof selfcrosstalkcancelation in &ectoredgroup.

Self-Crosstalk  Crosstalkgenerated by neighboring VDSL?2 lines.
SeltFEXT FEXT created by lines carrying DSL signals of the same type.

In vectoring contexti-EXT generated by neighboring VDSL2 linesther
vectored or notThere are twaypes of seHFEXT: inrdomain and ouof-
domain.

Showtime The state of a DSL connection when application payload data can be trans
over the connection

System Level A vectoring architecture where a vectored group can span ovbe dithes
Vectoring (SLV) terminating on the vectoring capable DSLAM. In SLV, there is only one
vectored group per DSLAM.

Vectored Group The set of lines over which transmission from the AN is eligible to be
coordinated by preompensation (downstream vectoring), or ovhich
reception at the AN is eligible to be coordinated by {ooshpensation
(upstream vectoring), or both. Depending on the configuration of the vecto
group, downstream vectoring, upstream vectoring, both or none may be er
(see ITUT Rec. G.993.8lause 3 definitions).

March2014 © The Broadband Forumll rights reserved 16 of 101



Techniques to Mitigate Uncancelled Crosstalk on Vectored VDSL2 Lines  TR-320Issuel

Vectoring

Vectoring

Control Entity

Vectoring
Friendly

The coordinated transmission and/or coordinated reception of signals of
multiple DSL transceivers using techniques to mitigate the adverse effects
of crosstalk to improve performance (see ITUI Rec. G.993.5 clause-3
definitions) [2].

The function in a vectored System that manages vectoring for the lines in
DSLAM.

Vectoring friendly operation is defined in the ITTUG.9932 Annex X
(downstreantriendly operation) and Annex Y (downstream and upstream o
Afullo friendly operation).

Vectoring friendly operation as defined in Annexalows cancellation of the
downstreamn-domain seHFEXT from linesequipped with downstream
vectoringfriendly CFEs into the vectored lines of a Reeded Group.

Full vectoring friendly operation as defined in Annex Y all@ascelation of
thedownstream and upstreamdomain seHFEXT from lines equipped with
full vectoringfriendly CPEs into the vectordohesof a preCoded Group

2.4 Abbreviations

This Technical Reportisesthe following abbreviations:

ADSL
AN
ANFP
AWG
AWGN
BLV
CDF
CLVv
CLVE
CO
CPE
DPBO
DSEL
DSL
DSM
ESEL
FEXT
FSAN
INP

March2014

Asymmetric Digital Subscriber Line
Access Node

Access Network Frequency Plan
American Wire Gauge

Additive White Gaussian Noise
Board Level Vectoring
Cumulative Distribution Function
Cable Level Vectoring

Cable Level Vectoring Equipment
Central Office

Customer Premises Equipment
Downstream Power Back Off
D-Side Electrical Length

Digital Subscriber Line

Dynamic Spectrum Management
E-Side Electrical Length

Farend Crosstalk

Full Service Access Network
Impulse Noise Protection

© The Broadband Forumll rights reserved

170f 101



Techniques to Mitigate Uncancelled Crosstalk on Vectored VDSL2 Lines

ISB
IWF
L-CPE
MIMO
MLWF
OAM
O-CPE
OSB
0SS
PBO
PSD

RT
SHDSL
SLU
SLV
SM
SMC
SNR
SP
UPBO
V-CPE
VDSL2
VC-CPE
VF-CPE
xDLV

March2014

Iterative Spectrum Balancing

Iterative Waterfilling

Legacy CPE

Multiple In, Multiple Out

Multilevel Water Filling

Operations, Administration and Maintenance
Other than VDSL2 CPE

Optimum Spectrum Balancing

Operations Support System

Power BackOff

Power Spectrum Density

Remote Terminal

Single-pair Highspeed Digital Subscriber Line
SubLoop Unbundling

System Level Vectoring

Spectrum Management

Spectrum Management Center

Signal to Noise Ratio

Service Provider

Upstream Power Back Off

Vectoring CPE

Very High-speed Digital Subscriber Line, Issue 2
Vectoring Capable CPE

Vectoring Friendly CPE

CrossDSLAM Level Vectoring
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3 Technical Report Impact

3.1 Energy Efficiency

The impact of the techniques described@®3200n Energy Efficiencys for further study.

3.2 IPv6

TR-320has no impact on IPv6.

3.3 Secuity

TR-320has no impact oresurity.

3.4 Privacy

Any issues regarding privacy are not affected By320.

March2014 © The Broadband Forumll rights reserved 190f 101



Techniques to Mitigate Uncancelled Crosstalk on Vectored VDSL2 Lines  TR-320Issuel

4 Introduction

ITU-T Recommendation G.9%3[2] defines a transmission method called vectoring, which in
combination with G.993.2 can be used to reduce therfdr(seHFEXT) crosstalk levels and
improve performancef@ group of VDSL2 transceiverk thedownstreandirection vectoring §
performed athe CQside transmitter vithe FEXT cancellation preoding. Intheupstream
direction it is performed by postompensating for it at the GS)de receiver via crosstalk
cancellation.

Removing seHFEXT greatly improves the performanceMidSL2. "Despite the removal of the
selFFEXT, vectoring performance may be degraded by the uncancelled crosstalk that is related to
some deployment scenarios driven by particular regulatory regime, service deployment strategies or
vectoring implementatiarmhis uncancelled seFEXT may arise from some scenarios commonly

found in the field. Some of these scenarios may be related to the particular regulatory regime,
commercial or competitive environments, particular deployment strategies, or to the grarticul

service or CPE choices of customers, and also to vectoring implementation.

This Technical Reporaddresses the techniques for avoiding or mitigating the impact of uncancelled
seltFEXT that is not cancelled baectoring on the performance of vectored lines. After clarifying

the various types of uncancelled crosstalk that may impact vectoring, it describes such techniques in
terms of complexity, effectiveness, operational conditions, and regulatory conseqoences f
effectively deploying them in the network.
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5 The various types of crosstalk that are relevant to vectoring

In vectoring, the transmitters and receiverslbthelines in aVectoredGroup can cooperate to
removeall theselFFEXT they create if all thénes in the Vectored Group are terminated on
vectoring capable CPEK all lines in a Vectored Group terminate on vectoraagpable CPEs, then
the Vectored Group and the preded group coincidén the downstream, transmitters collocated at
the DSLAM moperate to eliminatsel-FEXT by performing presubtractionpre-coding)of the
seltFEXT that will be found at the receiver. As s€EXT is presubtracted at the DSLAM, the
modem at the customer premises experiences a signal thatkEXdiffree. Inthe upstream,
receivers collocated at the DSLAM cooperate to cancel the receivaeES€lt (post

compensation).

There are scenarios of practical interest where not all crosstalk impairing the vectored group can be
cancelled by vectoring. In this Sectidhe various types of uncancelled crosstalk that may impact
the performance of vectored lines are categorareticlarified as to what crosstalk can or cannot be
cancelled by vectorindn the next Section, we will review what techniques are available for
avoiding or mitigating the uncancelled crosstalk impairing vectored lines.
Figure 1 illustrates the following situation

1 DSLAM A: this is a vectoring capable VDSL2 DSLAM with SLV architecture; all the lines

originating from this DSLAM form a single vectorgdougVG-A).

1 DSLAM B: this is a VDSL2 DSLAM with BLV architecture, but not all its line cards are
vectoring capable; the upper line card #1 is vectoring capable, and the lower line card #2 is a
legacy VDSL2 line card.

DSLAM C: this is a non VDSL2 DSLAM,dr example supporting ADSL2 or SHDSL.
VC-CPE: denotes a vectoritgpable CPE.

VF-CPE: denotes a vectoriigendly CPE.

L-CPE: denotes a legacy VDSL2 CPE.

O-CPE: denotes an oth#tanVDSL2 CPE.

= =4 4 -4 -

In Figure 1, six groups of lines are highlighted:
1 Vectoredgroups (VGA and VGB): set of lines that terminate on a vectoring capable
DSLAM/line card

1 Precoded groups (P® and PGB): the subset of the vectored group whose lines terminate
on a vectoring capable DSLAM/line card and a vectoring capable CPE.

1 Legay VDSL2 groups (LGA and LGB): lines in the vectored group originating from a
vectoring capable DSLAM/line card that terminate on legacy CPEs.

1 Vectoring friendly groups (VF&\ and VFGB): lines in the vectored group originating
from a vectoring capable®.AM/line card that terminate on vectoring friendly CPEs.

Alien Line group (AG): othethanVDSL2 lines that originate from DSLAM C.
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DSLAM A (SLv)

DSLAM C | | ="

/
| e (63
VC-CPE VE-CPE L.cpe  O-CPE (i\AG 1
D e O 0 5

Figure 17 lllustration of the various groups of lines that create crosstalk.

Figurel shows two examples of vectored groups: the vectored group originating from DSLAM A
(VG-A), which is formed by the lines in L@, VFG-A, and PGA, the vectored group originating
from DSLAM B/Line Card #1 (V@B). The figure also shows @axample of two Pr€oded

Groups: the Pr€oded Group whose lines originate from DSLAM A @RABand DSLAM B/line

card #1 (P@&), which terminate on vectoring capable CPEs.

The following definitions are made:
1 The crosstalk created by any lineViG-A is cal e d-d 6 ma i ARFEXTswath réspect to
VG-A.

1 The crosstalk created by any lineginating from DSLAM B (VGB and LGB) is called
i o-oftd o ma i AF&EXTsweth réspect to VEA.

1 The crosstalk created by any lingginating from DSLAMA (VG-A and LGA) is called
i o-oftd o ma i AF&XTsweth réspect t&/G-B.

1 The crosstalk created by any lineAGi s cal | ed fwith iespecoto bothv&E st al |
A and VGB.
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It has to be pointed out that the theregential i eno
literature; for example, with respecttoM&, t he term fialien | ineso ha:
refer to the crosstalk originating by lines in 145 or by the lines in both V@ and LGB. This

has caused some confusion which is here clarifirethis report, the definitions given are consistent

with ITU-T documents (G.993[2], G.993.52]), BBF TR197[5], and ANSIStd. T1.4172001

[8].
5.1 Cancelled and uncancelled crosstalk in vectoring

If lines in a Vectored group terminate on legacy CPEs (teoup in Figure 1), then the-ghomain
SeltFEXT originating from these lines degrades the performance of all the lines in the vectored
group because it cannot be cancelled by vectoring. In fact, only-thamiain SeHFEXT created

by the lines in the Pr€oded Group is cancelled by vectoring. The lines in the Vectored Group that
terminate on legacy CPEs are outside of theGRréed Grou@and operate as nerectored VDSL2

lines.

The indomain SeHFEXT originating within the Vectored Group but outside of the ®oeed
Group can be eliminated if the legacy CPEs are upgraded to be at least vdaeniiy, as
specified in AnnexeX (downgream only) and/ (full vectoring friendly, both downstream and
upstream) of ITUT G.993.2[1]. For example, the itdomain SeHFEXT created by the lines in
VFG-A of Figure 1 can be cancelled by vectoring and does not imgapetiformance of the lines
in thePG-A.

The indomain SeHFEXT originating within the Vectored Group bubm the lines terminating on

the legacy CPEs (L@ in Figure 1) is not cancelled by vectoring and can degrade the performance
of the lines in the grcoded group (P€A) on those tones where there is a high coupling between
lines. In this case, DSM techniques can mitigate thtoimain seHFEXT as described in Sect. 6.1,

for example by reducing the transmit power on the tones of lines characterizegh lwoupling.

This indomain SeHFEXT may also be cancelled (in the downstream only) by vendor
specific/proprietary techniques.

If multiple Vectored Groups are formed when additional VDSL2 DSLAMs are present in the
cabinet, then the owf-domain SeHFEXT is present and this can further degrade the performance
of the vectored lines. Since this SEEXT is generated outside of the vectored group, it cannot be
canceled by vectoring regardless of the type of CPEs that terminate-tbfedaumbain linesFor
example, the crosstalk generated by lines in MB-(S canceled on lines in PB, but not by lines in
PG-A. Techniques that can avoid the -@itdomain seHFEXT are cros©SLAM vectoring

(xDLV) and cable level vectoring (CLVyyhich are addressed incti®ns6.2 and 6.3, respectively.
DSM techniques that can be used to mitigate the effects -@if@dmain seHFEXT are described

in Sect. 6.1.

Out-of-domain SeHFEXT also exits when multiple Board Level Vectoring (BLV) line cards i.e.
multiple vectoredyroups originate from the same DSLAM. System Level Vectoring (SLV) can
eliminate this oubf-domain crosstalk by avoiding creation of multiple vectored groups. Neither
SLV nor xDLV can help cancel or mitigate alien crosstalk eddmain crosstalk createdthin the
vectored group but outside the fmeded group, e.g. the crosstalk created by lines kAL&annot

be cancelled by lines in P&.
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Binder management is a method for mitigating out of domain noise by assigning customer lines
within one or more inder groups to a vectoring group. In doing so, multiple binders can be
assigned to multiple vectoring groups such that no two different vector groups transmit in the same
binder, and crosstalk coupling for out of domain disturbers have the benefitesfdmsstalk due

to physical separation within the cable. In board level vectoring deployments, this may require pre
deployment of all of the line cards within the DSLAM to be wired to disjoint sections of the cross
connect which connect to separate lnsg or rewiring of all of the customers as line cards are
incrementally added. Binder management may be impractical since existing network operations
practices and systems often do not enforce this type of mapping of DSLAM ports to cable pairs. If
the néwork management system does support the mapping, customer churn could result in very
inefficient utilization of cable pairs for DSLAM ports. Furthermore,oatiomain seHFEXT

would still exist due to crosstalk between binder groups.

Alien crosstalkmcludes crosstalk from any ne¥DSL2 sources, and it is not cancelled by
vectoring. However, DSM techniques can mitigate its effects.

5.2 Impact of uncancelled crosstalk on vectoring

There areseverakases wherthe above types of uncancelled crosstalk agsent.
1 Cases where idomain seHFEXT arises:

o Gradual deployment, for example when the service on all the lines in a Vectored
Group is not simultaneously upgraded and some lines may still be terminated on
legacy CPEswhich are allowed to train witholeing placed in a vectoring friendly
mode

o Customerds service choices, for exampl e
service or their CPE, or technological choices driven by the operator, or remote
firmware update of CPEs to vector#riendly is not mssible.

o0 Regulatory Regime or Commercial Practicegen the legacy CPEcannot be
upgraded because it 1ot owned by the same service pr@riddeploying the
vectored DSLAM.

M Cases where outf-domain seHFEXT arises:

o Vectoring implementation, for examplghen BLV is used and multiple Vectored
Groups (one per line card) are created.

o Deployment, for example when lines in a cable are terminated on multiple DSLAMs.
Note that whether the additional DSLAMSs are vectored or not, they still create out
of-domain sdtFEXT to the Vectored Group terminated on the first DSLAM unless
XDLV [14] or CLV are used.

0 Regulatory regime, for example when SLU is allowed and multiple operators own
different DSLAMs (vectored or not) connected to the saaide.

I Cases where alien crosstalk arises:
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o0 Presence of different services in the same cable, for example when the same cable
carries ADSL/2/2plus or SHDSL in addition to VDSL2.

If the above cases occur, then vectoring cannot cati¢keecrosstalkmpairing the PreCoded
Group. If this uncancelled crosstalk is matigated, it can severely impact the performance of
the lines in the Pr€oded Group as shown kgure?2.

The black curve ifrigure2 shows the ideal (single line) performance that vectoring could
attain. The red curve shows the 1% waase downstream data rates of twelve vectored lines
(the PreCoded Groupin the presence of 12 VDSLl&gacylineswhen nomitigation technique
isused. Tle impact of the legacy lines on the feded Group is the same regardless of
whether they create4domain or oubf-domain seHFEXT. Thus, the red curve would also be
the performance that an xDLV or a CLV system would achieve in the presenegoohamn
SeltFEXT generated when the 12 VDSL2 lines of the simulation scenario are terminated on
legacy CPEs.

1% Worst-Case Bit Rates

180 . .
« ==]deal vectoring (single line performance)
. =
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Figure 2 - Downstream vectored data rates, 1% worst case for: (a) Ideal Vectoring; (b) Mixed
binder case of 12 legacy VDSL2and 12 Vectored lines when no action to mitigate the
uncancelled seHFEXT is undertaken. See Appendix VI for simulation assumptions.

When all sefFEXT is cancelled by vectoring, the remaining sources of interference (e.g. Radio
Frequency Interferenc®FEl), impulse noise from electrical services in the home, interference from
power | ine communicat i adiensqgise®t anyd, at eearceodssoa
the dominant noise source(s) because they are not cancelled by vectorirgfidviiigalien noise

andalien crosstalk are not addressed in this report.
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6 Techniques for mitigating or avoiding the impact of uncancelled crosstalk on
vectored lines

As clarified in Sect. 5, there are three kinds of uncancelled crosstalk:

1. in-domain SeHFEXT generated within the Vectored Group but outside of theCBded
Group, i.e. lines terminated on downstream vectefiiggndly CPEs (upstream séfEXT is
not cancelled) or legacy CPEs (both downstream and upstreaRES€IT is not cancelled);

2. out-of-domain SeHFEXT;

3. alien crosstalk

The maintechniquedor mitigating the impact olsome or all the types of uncancelled crossteik
vectored lines are:

1 Avoidance of multiple Vectored groups in the same cable (e.g. avoidance -tdopub
unbundling withvectoring)

1 Dynamic Spectrum Management, Level 1 and Ley@2[5], [6], [7]

The main techniques for avoiding completely the impact 6bddomain seHFEXT are:
1 Binder Management

1 CrossDSLAM Level Vectoring (xDLV)[14]
1 Cable Level Vectoring (CLV)

In the next subsections, threschniqueswill be analyzed in detail: 1), the use of DSM techniques
for mitigatingall types ofcrosstalk is described in Secti6rll; 2) the use of CrosBSLAM Level
Vectoring (xDLV) for avoiding oubf-domain SeHFEXT; 3) the concept of Cable Level Vectoring
(CLV) for avoiding outof-domain SeHFEXT. Futhermore, the following key topics are developed
per eacltiechnique

1 Description and terminology:
Describes théechniquen its nature (e.g. technological, technical, network based practice, etc.), the
relevant terminology associated to teehniqueandthe way it allows benefits in mitigating and/or
avoiding the impact of uncancelled crosstalk on the Vectored ones

1 Actual benefit on Vectoring performance with respect to its ideal performances:
Qualitatively and quantitatively describes the benefits ingatitng and/or avoiding the impact of
uncancelled crosstalk on the vectored lines; this topic is mainly focus on the theoretical benefit
obtainable from theaechniqueregardless of the network, operation and regulatory conditions
described under the subseqt topics; results in support of the described benefits or reference to
relevant literature may be reported

1 Network conditions and constraints to deploy teshnique:
Describes the possible network conditions and constraints (e.g. architecturam, shstesw
interoperability, scalability aspects) to be put in place ( fully or partly) by the Operator(s) to
effectively obtain (fully or partly) the described benefits; the sensitivity of the benefits to the degree
of application of the described condit®and constraints is described as well

1 Operational conditions and constraints to operate télisnique:
Describes the possible operational conditions and constraints (e.g. static/dynamic behaviour,
configuration, profiling, scalability aspects) to ba puplace ( fully or partly) by the Operator(s) to
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effectively obtain (fully or partly) the described benefits; the sensitivity of the benefits to the degree
of application of the described conditions and constraints is described as well

1 Regulatory prowions needed to mandate a certain degree of coordination among operators:
Describes the possible regulatory provisions (e.g. coordination and information exchange among
different operators, spectral rules, rate limits, etc.) to be put in place by thetdD{sgréo
effectively obtain the described benefits; the sensitivity of the benefits to the degree of application
of the described provisions is described as.well

1 Foreseen availability of thiechniqueor degree of maturity, if already available:
Provides an indicative assessment of the state of the art of the technologies and /or solutions
necessary to enable a certe@nhniquewithin the framework of BBF antrust provisions

1 Technical considerations about the above constraints and-adffsdevith repect to the
usefulness of theechnique
Provides an overall assessment oftdaniquen terms of benefits versus complexity for
effectively deploying it.

6.1 Dynamic Spectrum Management (DSM)

The DSL environment is a multiuser environment where usersdardgenith each other by creating
crosstalk (such an environment is known as an
Management (DSM) is a framework under whiebhniqueghat reduce the effects of crosstalk are
defined as solutions to optimizatioroptems. Basically, DSM techniques allow each user to

attempt to achieve their desired data rate while minimizing the disturbance to the other users sharing
the same cabl®SM has been defined in both academic publication and the work of Standards
Developnent Organizations, see referenf#sthrough[7] and references therein. DSM techniques

have been deployed in the field.

6.1.1 Description

Three levels of DSM are defined in the ATDSM Technical Repar[6] depending on what
information is exploited and what level of control is exercised on the lines.

Below is an overview of the three DSM Levels as given iR1BR[5].

DSM Level 1

i DSM Lleoccurslwhere each line is monitored and configured independently to assess the line

and noise conditions of that single line. DSM Level 1 is also known as Dynamic Line Management
(DLM). DSM Level 1/DLM techniques typically improve line performance jgtrate/reach,

stability or power consumption by manipulation of scalar parameters such as the Line Rate, Margin
controls, FEC and INP parameters in DSL configuration profiles. DSM Level 1/DLM techniques
currently are widely deployed in a number of Netwerk o vi der s DSL né¢gt.wor ks w

A good review of the benefits of DSM Level 1 can be foundjn[6], [7].

DSM Level 2
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ADSM Level 2 techniques optimize the spectrum
cable/binder as the lines are monitored to assess the noise and line conditions in the cable. In DSM
Level 2 the interaction from one line (disturber) into anotime (victim) is taken into account

when configuring individual lines in the binder. The line that is configured can be either victim or
disturber. The goal of DSM Level 2 optimization is coordinated optimization of all lines in the
cable/binder. DSM Leve techniques can utilize all DSM Level 1/DLM techniques while also using
coordinated modification of the spectrum parameters on DSL lines in order to achieve the benefits
across multiple lines in a cable/binder. DSM Level 2 is currently emerging intoydepéo fi5{. 0

A good review of DSM Level 2 and its benefits can be four{@)inA more formal overview of
DSM Level 2 optimization algorithms can be found in the recent tu{®jialvhere most of known
DSM Level 2 algorithms are compared in terms of performance (achievable data rate) and
computational complexity.

DSM Level 3
ADSM Level 3 is the management of IW&X®IBEPr i ng te
to cancel crosst il k between DSL | ineso

6.1.2 Benefits on Vectoring performance

Over the last decade several studies reported in the literature mlivenedthatDSM can mitigate

the effects ofincancelledrosstalk and allow lines in a vector group to retain some of the vectoring
gains that would be otherwise lost if no mitigattenhniquewvereused (se€d] and reference

therein) Specifically, these studies report that mitigatechniquedased on DSM Level 1 (rate
limiting) and DSM Level 2 (spectrum balancing) can be used for mixed deployments (mixture of
vectored and noemectored lines and of multiple vector groupspoth upstream and downstream
directions.

DSM Levels 1 and 2 can mitigatieeimpactof uncancelled crosstalky implementing tradeffs
between the speeds supported by the vectored andectored lines or between multiple vector
groups. These DSM ¢lniques can mitigate the reduction of vectoring gains duadancelled
crosstalk and these tradéfs generally require that the data rates achievable by one set of lines be
reduced to increase the data rates achievable by the other set. This kadéofftin not unique to
DSM, Power Back Off (UPBO/DPBO) is another example where a-tHdeetween the data rates

of lines is introduced.

DSM techniques use various optimization procedures to establiskofifadeetween lines. The

entity that actuatethe DSM techniques sommonlyreferred to as a Spectrum Management Center
(SMC). SMCs that manage multiple DSL networks in a single physical plant can operate
autonomously, whera priori inter-network politeness rules are pefined. They can also be

titghtly coupled, where the various SMCs exchanct
performance. Centralized DSM techniques are also possible, wherein a single SMC manages

multiple networks see Annex A of4]. An SMC as defined in the ATIS D@ TR [6], is a

centralized system to which line information and spectrum control information is reported and

which implements DSM techniques biyding the bestconfiguration of thdine. In fully

aubnomous DSM, the DSequipmentould be allowed to autonomously adapitsspecific

March2014 © The Broadband Forumll rights reserved 280f 101



Techniques to Mitigate Uncancelled Crosstalk on Vectored VDSL2 Lines  TR-320Issuel

crosstalkenvironmenthoweverit would not be aware of any impact that their operation might have
on otherlines

Centralized systems using a SMC generally exhibtebgerformance at the cost of increased
complexity and line coordination. On the other hand, distributed systems can operate fully
autonomously without the need of explicit message passing between SMCs, but often sacrifice
achieving configurations that $teoptimize performance.

A full description of these DSM techniques is out of the scope of this Report. The reader can find
such details, their achievable performance, and complexity requirements in various standards and
the open literaturd5], [6], [7], [9], [10], [12].

6.1.3 Network conditions and possible constraints

The effect of crastalk is not uniform across DSLs, and depends on a large number of factors such
as loop length, frequencies used, cable geometry and the density of DSLs in a cable binder. As a
result, the data rate performance of DSL can have a very wide variatiorfigldhespecially for

the shorter loops, where crosstalk dominates. As lines exhibivanigion (channel faults, noises
coming and going, etc.) the best practice would be to decide standaehtefile through long

term observations and thus adepbices to achieve bettlemgtermtarget stability and data rate.

Vectored DSL also expands the capabilities of loeprodiling. Improved practices for #profiling
vectored lines lead to improved overall network operation and a reduction ofdiabiiity issues,
which could otherwise generate customer calls and consequent technician dispatches. Such
practices include prioritizing lines for allocating vectoring resources, configuring transmit spectra
and power to enable coexistence among vectanedhorvectored lines, and management of non
crosstalk noise sources. These practices always require a dynamodilieg capability using
historical data, and sometimes require access to multiple lines since optimization cannot be
performed on a lindy-line basisThe proper implementation of DSM algorithms (either used as a
techniqueor mitigatinguncancelleatrosstalk or for other goals) requires leveraging the

knowledge of this historical dathatcan be collected by the SMC.

In the case of disbuted DSM, the various SMGwllect historical data and analyze it in the
context of networkwide operational objectives. Tharan be differinglegrees of coupling among
the various SMCdn themost loosely coupled case, the SMCs do not communic#tieowe
another, but share a common set of rules with respect to PSDs, rate limitéitteatistributed

DSM, transmit parameters, such as the transmit power or transmitaPSBetermined for each line
within constraints such as the limit PSD mask.

In amuchmore tightly coupled case, the SMCs also exchange quagimeainformation regarding
Hlog, Xlin and other parameterEhis is really a physically distributed implementation of a

|l ogically centralized S Mentralwehd cihmp Ise. thismtsr tdieo re d

SMC information exchange requires a higher |
distributed DSMCurrently there is no standard for the protocol, rules and data exchange among
SMCsso thatde-centralizeddSM implementationsre practically implemented via an agreed set of
pre-defined rules in a mukbperator environment at the cost of reduced performance with respect to
the case where SMCs communicate with each offuethermore, SP coordination is needed when
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updating the ruleset over time. At the time of publication, the UK NICC DSL Technical Group had
commenced a studiWNP1518 on requirements related to data sharing between SPs when
decentralized SMCs are utilized.

An example is to start up within transrRi8D or power limits that are set to bound the estimated
crosstalk impact on other lines, and then-eplimize transmit parameters to maximize

performance and minimize crosstalk; this should not require more than a couple of retrains per line.
This operabn may be limited by the number of available DSLAM profiles in some cases, but

newer DSLAMs support many profiles. No new chipset capability or particular network condition is
necessary for most DSM algorithms of practical interest, but in some caseariérloading

algorithms guch asviulti-Level Water Filling) that would require applying a firmware upgrade to
existing transceiverd.he OSS provisioning and assurance processes need to integrate the
autonomous line reconfiguration to avoid confliwith the default set of DSL profiles.

6.1.3.1Single SP scenario

Centralized DSMwith a single SMCg¢an be easily implemented when there is a single Service
Provider (SP)nanaging the copper networknd the network planning and deployment of the SMC
is less oneus with a single Service Provider (SP). As shawigure3, a single SP is exclusively
responsible for the use of copper twisted pairs within an area, which is the case when there is no
physical unbundling. In this case, aflds (both vectored and neectored) are controlled by a

single entity. The management system is also under the full control of theSHahel DSM use is
straightforward as the SMC has a full view of the network.

Backbone
network

Network
operations

Vectored DSL
management

-
J

)

Additional _ SM-enabling
or
SMserver ' upgrade

DSL Access Infrastructure

Figure 3 - Centralized DSM deployment in a Vectored DSL scenario.
Case of single SP managing a cable.

Centralized DSM requires the introduction of an SMC server in the network. This can be achieved
via a Spectrum Management enabling upgiEdbe processing/management featuriesxisting

network management systewmrsvia an additional dedicated SMC. Depending on SMC
implementation, there may be cases where scalability issues arise (i.e. dependingaxirtien
number of supported DSLAMsd/or lines per SM@vith respect tdhe total number of DSLAMs

so that it may be necessary to deploy multiple SM&Bing dedicated SMC servers is just one
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possibility; an alternative is to utilize shared computing resources in virtual environmenégs or in
cloud computing system.

In this scenariof a single operator it istill possible that coexistence iss@esl the need for

mitigation techniquearise. Classical examples are when the SP carries out a gradual deployment of
vectoring when there are tdnical limitations that limit the size of the vector grpopwhen there

are lines terminating on legacy CPEs

For example, when multiple DSLAMs are present in a cabinet, such as in servewylaeeathe
cabinet serves a very large number of custspeerd the SP decides to upgrade to vectoring only a
subset of the DSLAMS, then the lines terminating on the legacy VDSL2 DSLAMs that share the
same cable where vectored lines are present will creatsf-olaimain crosstalk that will degrade

the performane of the vectored lines. Upgrading all DSLAM in the cabinet to xDLV will avoid out
of domain crosstalkhowever when this is not accomplishegblementation of DSM may be
beneficial to the vectored lines as the impadhisf outof-domain crosstalkvould be mitigated.

In another example, there may be practical limitations on complexity that may allow only partial
vectoring (not all lines in the vector group are cancelled, not all crosstalk of a cancelled line is
removed completely by the vectoring engiti@)s leaving some lines in the access suffering from
crosstalk. DSM could be used to mitigate the effects of this uncancelled crosstalk.

6.1.3.2Multiple SPs scenario

In the case where requirements for physical unbundling are present and two SPs share the copper
twisted pairs, and choose to use separate DSLAMs and sega@ateimmanagement systems,

these systems do not have a full view of the entirety of twisted pairs in the neéfaotkis

scenario, upgrading all vectored DSLAMs in the cabinet to support/xlill avoid outof-domain
crosstalk and allow full vectoring gains (if no legacy CPE creating uncanceitadriain crosstalk

is present). However, when this is not accomplished, implementation of DSM may be beneficial to
the vectored lines as the impa¢this outof-domain crosstalk would be mitigated.

Havingseparate spectrum management systems limits diagnostics and reprofiling capaiikties,
compared to the case of a single system managing all lines in the netwdfig(sed). If an SP
alreadyhasan SMG the complexity of adding a DSM functionality for managing coexistence and
mitigation ofuncancelledrosstalk is negligible. In case an SP does not already have an SMC, then
an SMC functionality must be added to ¢ixig network management systems, or cibaged

resources can also be used.

With separate management systems, some performance loss is expected for vectored
DSL, because of a reduced ability to coordinate vectored andemoredvDSL?2

systemsofprovidle A and pr ovi dercredeouttf-domainsdfler Abds | ines
FEXT to the lines oprovider B and viceversa. Still, the respective management
systems can be very effective with &épolicingo

systems of provider A aigadvertently causing disruption to the systems of provider
B, and also for ensuring that each network is polite overall to the other which can
substantially reduce interystem crosstalk. Sugdolicing can allow provider B to
request provider A to correthe situation. In this case, distributed DSM techniques
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can be very valuable as no communication is required between the two SPs except
for sharing a common set of rules with respect to PSDs, rate limit#f, thie.various
operators decide to shareteem network information with each other, e.g. via

explicit interSMC message passing or a centralized database, network performance
can be improved even when multiple SMCs are present as information sharing
allows each SMC to have a more complete viethefphysical network.
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Vectored D5L access
infrastructure of
provider A

Vectored DSL
agmanagement of
! provider A

Additional __ SM-enabling
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Vectored DSL
management of
provider B

Vectored D5SL access
infrastructure of
provider B

T T

sl uw
= Network ~  Backbone
‘. operations of ‘o networkof -
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Figure 4 - Distributed DSM deployment in a Vectored DSL scenario (independent SM
servers). Case of multiple SPs managing a cable.

A second unbundled architecture that results in better efficiencies tharethious example occurs
when operators agree to share a single SMC with full view of the network rather than having
multiple SMCs exchaging informatiori seeFigure5. In this case, the vectored DSL access
infrastructure is slhrad among the providers and is managed by a single management system
enabling monitoring and control of both vectored andwectored DSL lines. This single

management system could also be administered by a trusted third party to ensure fairness among
opeators.
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The scenario depicted Figure5 also applies to the case when virtual unbundling (sometimes also
known as bitstream access) is used, i.e. where a single SP (sometimes named the 'network access
provider') has physicalontrol of the network and competitive SPs deploy their services over the
network access provider's physical network.

As shown inFigure5, each of th&&Pssharing the cabinet area still has access to the management
functions butwvith appropriate restrictions to prevent disclosurseasfsitiveinformation of other

providers or to affect the services offered by other providers. The benefits from diagnostics and
reprofiling can be maximized to the same extent as with only a sirmytedpri and this is because

the network access provider has a complete view and control of the physical network and the
competitive SPO&s agr Atthe dame timd) eachgrowderican define anidi n e
manage its services independentlypjseat to overall rules on fairness.

This deployment scenario requires an SMC shared among different operators or the deployment of a

shared network management server withCSddpport Coordination among the involve&Ps is
needed in the different deplogmt phasedepending on the degree of ownership and/or control of
the shared SMC and also based on the existing SP agreements about network operations and
maintenance procedures.

Backbone
network of
< Provider A

Network
operations of
provider A

Additional _ /SVl-enabling
or
M server upgrade
—~

management

Network Backbone
operations of network of
. providerB, /™ provider B

Figure 5 - Centralized DSM deployment in a Vectoed DSL scenario. Case of multiple SPs
with shared cable management.

Note: the DSLAM icon may represent a single DSLAM or also multiple ones.

6.1.4 Operational conditions and possible constraints

Along with the network and management architectural upgradeshsar the previous section,
the effective operation of DSM techniques depends also on the associated operational procedures.
Essentially these can be divided into two categories:
1 Conventional DSL management functionalities
0 monitoring of DSL parameterd the lines in the cable
o reprofiling of the DSL lines
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1 DSM-relatedfunctionalities
0 computation of optimal spectrum profiles via the DSM algorithms
o for Centralized DSM in virtual unbundling, coordination of SPs sharing data
o for decentralized DSM;oordination of inte-SMC communication

Monitoring of DSL parameters and DSL line data availability:

The DSL data necessary as input to DSM algorithms needs to be provided via the DSL monitoring
functionalities and related activities normally performed for netwpetation. The overall load

and scalability of these data collection activities need to be assessed when planning and executing
the deployment of the DSM techniques for the following reasons:

1 the gotimality of the spectrum profiles determined via the D3g§bathms depends on the
availability of DSL data information, i.e. what parameters are available and how frequently
they are collected,

1 the efficacy of the DSMechniqués influenced by the availability of DSL data for all the
lines in the binder/cable

Reprofiling of the DSL lines
The DSM related line reconfiguration is not expected to be very frequent.

Froman peration Administration, andaintenance (OAMpointof view, the DSM related line
reconfiguratiorprocesseeds to be integrated with teeistingOSS processes that control the line
profiling associateavith existingnetwork operatioprocedures such as servm®visioning
serviceassurancgeandline troubleshooting.

Further to the discussion above, the referef@le$4], [6] through[9]describe some of these
operational aspects.

Computation of optimal spectrum profiles
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Along with the architectural and feature allocatcmmsiderations reported in the previous section,
the frequency of the computation of the optimal spectrum profiles is a relevant element of
operations. The spectrum profiles determined via DSM are optimal from a maximization of the
weighted sunrate pointof view and depend on the electromagnetic characteristics of a given cable
and the filling/distribution of DSL systems in the cable itself. Hence it can be said that the set of
chosen profiles to be applied to a set of lines to mitigate their impacosa i a Vectored group
typically varies in a quasstatic way as much as the SMC monitoring and computation algorithms
need to routinely control the current cable conditions and assess the degree of optimality of the
applied profiles.

As described aboV@SM is a constrairbased optimization technique which computes a set of

profiles to be applied to each line under DSM management, i.etugtenof DSL spectrum
parameters values per | ine. Operatiokelgtobey t hi s
differentonasithby-si t e basis. At each site the profile
differ on a lineby-line basis.

Operators typically define a set of netwavide default profiles at the time of activation of a given

DSL line whose rate, spectrum and DSL link parameters take default values depending on the
service characteristics (e.g. bitrate, latency, INP), on the site characteristics (e.g. DPBO, UPBO) and
other aspects. Similarly other netweskde profiles are defined fservice assurance and other

network operation purposes.

The networkwide set of profiles and those determined using DSM algorithms need to be managed
and stored in the network databases, in the network management systems and on the DSLAMs
themselves.

Depending on the SP strategies for profile handling and network management, it may be necessary
to find a good tradeff between optimal configuration and a manageable number of profiles.
However, it is desirable to avoid limiting too much the number tiok-wide profiles as this

would require introducing performance traofés anyway and independently of using DSM as a
mitigation technique.

Coordination of SPs for Centralized DSM in an unbundled environment

In this scenario, a shared management platfoith anassociated SMC is put in place by the
involved SPsvho agree to share network dataaichievea complete view of the networkhis
requires SP coordination of operational activities that are related to the sharing of the above
resources.

Coordination of operators in decentralized implementations of DSM

Decentralized DSM in a mwbperator environment requires operational coordination among the
management domains of different SPs for the exchange of the rules and line profiling constraints
up b the extent oéxchanging quasi reéilme informationas discussed previdys However, the

lack of standards for such an architecturets the practicality ofle-centralized implementations of
Centralized DSM

March2014 © The Broadband Forumll rights reserved 350f 101



Techniques to Mitigate Uncancelled Crosstalk on Vectored VDSL2 Lines  TR-320Issuel

6.1.5 Possible regulatory requirements

Distributed DSM techniques do not necessarily raise regulatory issues as SMCs can operate
autonomously without the need of message passing between users or between SMCs.

In the case centralized DSM where SMCs exchange information, regulatory issues may arise in
some cases. For example, for the case of the scenario depidteglibg’s, regulations as to what
information the various SPs share about their network may be redréegdlation, if needed,

might specify whainformation is shad not how it is shared or what SP should do. Also,
regulatory requirements are only necessary if the parties cannot come to an agreement among
themselves on how to coordinate their systems.

Furthermore, performance tradés and allowable spectral imgdevels may need to be selected

by the industry and regulatoid.itigation ofuncancelledrosstalk on vectored lines implies

controlling the rate and power of the reectored lines (or the other vectored groups) to limit the
degradation suffered by tlvectored lines. These tradés generally require that the data rates
achievable by one vector group are reduced to increase the data rates achievable by the other group
(or group of norvectored lines). In some cases, this tratfecan entail a signifiant reduction of

the attainable peak speeds of one vector group in order to maintain good vectoring gains in the other
vector group.

If lines are controlled by multiple operators this may require regulatory provisions on how operators
exchange informatioor on how tradeffs among the peak speeds supported by each operator are
selected; if not regulatory provisions, at least agreements between operators are needed. However, if
the nonvectored lines (or the additional vector groups) are properly mangedipact on the

vectored lines can be limited amthdepredictable so that various levels of coexistence can be

achieved on the basis of the tramfés agreed upon by operators or set by regulators.

The effectiveness and acceptance of these-trHdevill also depend on the definition of fairness
for the competitive environment that physical loop unbundling seeks to enable. In certain
jurisdictions and service environments, the requirement of data rateoffadeay not be
compatible with the existingompetitive dynamics.

6.1.6 Foreseen availability
There are many weknown DSM techniques, which are implemented as software and DSM
systems have been deployed by network operators. The capability of handling in certain situations

the coexistence of multipleeetor groups as well as vectored and-weatored lines already
appears to be a feature available in some deployed DSM solutions.

6.1.7 Technical considerations: tradeoffs vs. usefulness
6.1.7.1Case of Multiple Vector Groups
Coexistence is challenging for the twedor group case, and two vector groups with strong

crosstalk between them cannot both be run at the very high speeds of vectored lines. If the data rate
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of one of the vectored groups is maximized, then the data rate of the other vectored group will be at
VDSL2 speeds. In this case, a better approach is to use xDLV across all vectored DSLAMs so that a
single xDLV vectored group is present and-ofilomain crosstalk is eliminated, thus allowing full
vectoring gains to all lines in the xDLV group (if no leg&yE creating uncancelled-domain

crosstalk is present).

Some illustrative performance results of deployments with multiple vector groups are provided in
Appendix Il and VI. For example, if the data rates of both vector groups are maximized, then in
scenarios with two vectored groups:

1 Vectored lines suffer ~35% degradation from realistically achievable rates, while still
maintaining ~30% or more improvement over dense VDSL2 deployments.

1 If all vectored lines are set to operate at a 100 Mbps targatyé&wotored lines suffer
minimal degradation up to 200m and around 30% degradation on longer lines, while still
maintaining ~30% improvement over dense VDSL2.

6.1.7.2Case of Mixed vectored VDSL2 and NotVectored VDSL2

In mixed vectored/nowectored scenarios, DSbAn mitigate the impact of uncancelled crosstalk
by implementing tradeffs between the speeds supported by the vectored and tivectoned
lines. DSM provides a framework for preserving most of vectoring gains while limiting non
vectored lines to datates that are often typical of legacy nattored VDSL2 service levels.
Some illustrative performance results of deployments with mixed vectored awecioned
VDSL2 lines are provided in AppendixMI.

1 Vectored lines suffer < 15% data rate degraddtiom realistically achievable rates, while
nonvectored lines are capped at speeds typical of legacyewinred VDSL2 services (40
50 Mbps).

9 If all vectored lines are set to operate at a 100 Mbps target, then vectored lines suffer no
degradation at alip to 500 m while nowectored lines can be capped at even higher speeds
(40-95 Mbps).

For more data, see Appendicegll

6.1.8 Summary of informative appendices analyzing DSM as a technique
Appendixes | though VI provide simulations of use of DSM technitmesitigate uncancelled
crosstalk in a vectored environment. An overview of the contents of these six appendixes is

provided in an introductory section placed before these appendixes.

6.2 CrossDSLAM Level Vectoring (xDLV)
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6.2.1 Description

CrossDSLAM level vectoing [14] is a technique for avoiding the impact of-otidomain sek
FEXT and is based on the coordination among different vectored DSLAMs to perform the
Vectoring functions in a distributed fashion via a mastave architecture or distributed
processig.

This technology can be seen as an evolution of the so called System Level Vectoring (SLV) which
operates over a single vectored DSLAM and it is conceived to extend its operation and, in
perspective, its performance advantages to a+agitipment scemep.

It relies on the sharing of a Vectoring Engine resource among the vectored DSLAMs and on the
exchange of data to/from this processing resource and all the vectored DSLAMs that have to be
coordinatedThis technology can be seen as an evolution ae8ysevel Vectoring (SLV) and
DSLAM coordination is achieved by connecting a higieed cable between the vectored DSLAMs
that participate in xDL\{14] for exchanging information necessary for vectoring lines on the
interconneted DSLAMSs, including clock, symbol, and crosstalk information

6.2.2 Benefits on Vectoring performance

CrossDSLAM Level Vectoring allows extendirthevectoringcapabilities oselt-FEXT
cancellation beyond the boundaries of a single DSLAM chassit a lager vector group and
potentially to collocated equipment managed by different B&scally, xXDLV brings irdomain

all those lines that are cof-domain, de facto eliminating cof-domain seHFEXT. However
XDLV does not cancel the-domainself-FEXT created by lines terminated on legacy CPHss
residualin-domainself-FEXT can impact the performance of the reded Group so that it would
haveto be mitigatedvith some other mitigation techniqoe eliminatedupgrading all legacy CPEs
to vectoringfriendly or vectoringcapable CPEs.

Since it is an extension of the vectoring grou
benefit to vectoring performance is optinfadnd only if there are no lines terminated on legacy

CPEs In the casesome lines terminate on legacy CPEs, then these lines would have to be managed

in order to restore full vectoring gain.

6.2.3 Network conditions and possible constraints

CrossDSLAM Level Vectoring has no specifieetworkconstraints related to the technology in

itself, beyond the installation and logistic activities related to deploying or upgrading multiple

chassis and interconnecting thehmong the installation constraints there is the type of

interconnecting cable (i.e. metallic or optic) and its maximurgtlerand equipment grounding

i ssues that in turn influences the maxi mum di s

Today CrosDSLAM Level Vectoring requires that equipment of the same vendor are deployed at
a given cabinet location where the xDLV coordinai®requiredIn some cases this 4ocation

may not be trivialCurrently there is no standardization developnfienthe crosschassis data
exchange/protocol to allow mukendor interoperability. Instead the deployed equipment
technology may vary for eh cabinet location. This requires coordination among the SPs deploying
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xDLV capable equipment as related to the crosstalk cancellation capabilities of the xDLV vector
group.

6.2.4 Operational conditions and possible constraints

CrossDSLAM Level Vectoring reques specific activities for managing and operating multiple
chassis with a XDLV type of coordination.

In a multroperator environment, XxDLV requires the coexisting SPs make some common choices on
a site basis:
a) vectoring both in upstream and downstrearacations
b) same bandplan and PBO settings
c) adoption of compatible equipment releases
d) same fallback policies (for example with respect to-wectoring friendly CPES)
e) SPs6 coordination on maintsenance windows an

All the other VDSL2 line settigs remain under the full control of each SP.

6.2.5 Possible regulatory requirements

As described above xDLV encompasses a certain degree of coordination among SPs with collocated
XDLV chassis. This does not require any regulatory provisions to be put inmplacker to
facilitate such coordination.

6.2.6 Foreseen availability

CrossDSLAM Level Vectoring is currently under research and development by the industry and it
is planned in the roadmap of a number of equipment manufacturers. There are currently no industry
standards to support interoperability of this functionality among products of different manufacturers

6.2.6.1Case of Multiple Vector Groups

If a subset of the vectored DSLAMs sharing the same cable does not support xDLV or if some
operators do not agree to supgpdLV, then multiple vectored groups are existing present in the
cable. These vectored groups createasttomain crosstalk onto each other, reducing the vectoring
gain of the xDLV group. This deployment model is not advisable as it leads-tpsuial

performance. For example, for the scenario depicted by Figure 2, the performance achieved by the
XDLV vectored group in the presence of unmitigatedaftdomain crosstalk is given by the red

curve.

Mitigation techniques (DSM) can be used to reducentipact of this oubf-domain crosstalk,

although it is often not possible to restore vectoring gains to all the vectored groups. For optimal
performance, xDLV must be deployed on all the vectored DSLAMSs in a cabinet that share the same
cable so that a sitggxDLV vectored group is formed and enftdomain crosstalk is eliminated.

March2014 © The Broadband Forumll rights reserved 390f 101



Techniques to Mitigate Uncancelled Crosstalk on Vectored VDSL2 Lines  TR-320Issuel

6.2.6.2Case of Mixed vectored VDSL2 and NotVectored VDSL2

Even if all the vectored DSLAMs sharing the same cable support xXDEdgnmain crosstalk can

still be present when there aredsterminating on legacy CPEs. Thisdiomain crosstalk is not
cancelled by vectoring and the vectoring gains of the xDLV group may be reduced. For example,
for the scenario depicted by Figure 2, the performance achieved by the xDLV vectored group in the
presence of uncancelled-domain crosstalk is given by the red curve.

Mitigation techniques (DSM, upgrade to vectoring friendly CPES) can be used successfully to
reduce the impact of this-thomain crosstalk and preserve in most cases the vectoringof&ires

whole xDLV vectored group. The deployment of these techniques introduces some additional
operational conditions and possible constraints which are addressed in detail in Section 6.1.

XDLV can be used to remove eof-domain seHFEXT by extendinghe Vectored Group to span
across multiple DSLAMs, thus yielding to potentially optimal performance. CLV may be used in
future for the same purpose, even if its early stage of development makes availability of mature
products still unclear. xDLV and CLVodhot cancel the womain seHFEXT due to eventual
presence of legacy CPEs. The deployment of xDLV has the benefit of a wider crosstalk
cancellation but introduces some additional operational conditions and possible constraints with
regard to those dLV or SLV and thesare addressed in detail in Sect®@ and6.3,

6.3 Cable Level Vectoring

6.3.1 Description

Cable level vectoring (CLV)a technique that is currently under research and developisiant,
techniqudor avoiding the impact of otdf-domain seHFEXT. In the context of this section, the

term vectoring is used to describe a preary, and not ITUT Recommendation G.993.5
compliant,technology for reduction of crosstalk levels performedssall pairs in the cable

. CLV does not require vectored DSLAMs or DSLAM coordination, but requires the deployment of
special CLV equipment (CLVE) at the cabinet where all the VDSL2 lines from a particular cable
are terminated. The CLVE performs the @imn of vectoring by allocating all the lines in the

cable to a singl¥ ectoredGroup even though lines in that cable may be terminated on two or more
DSLAMs as shown in Figure. While vectoring functionality is not necessary in the DSLAMs
connected tohe CLVE, the DSLAMs may also include vectoring functionality. With Cb\t-of-
domain seHFEXT crosstalkis avoided for all lines in the cable connected to the CLVE.
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Figure 6 - CLV architecture for multiple DSLAMs example

6.3.2 Benefits on Vectoring Performance

CLV terminates all the lines in a cable hence all the loeesefitvectoring performance gain
regardless of the number of DSLAMs deployed at the cabsetitof-domain seHFEXT crosstalk

is avoided. It is not necessarydeploy vectoed DSLAMSs to enjoy the vectoring performance gain
hence legacy deployed DSLAM can be used with the addition of CltMéase some lines are
terminated on legacy CPEs (neither vectoring capable nor vectoring friendly) therdtmeam
selFFEXT generated outside of the Reeded Group cannot be cancelled by vectoring. In this case,
CLV distributed nature wil/ reduce the compl ex
these lines will not create harmfuldomain seHFEXT crosstalkin fact, a crosstalk mitigation
technique likeDSM will need to handle the impact of the legacy CRE$ecablelevel rather than
handlingmultiple DSLAMSs that may be also owned by different operaosthe necessity of
identifying neighboring lineg a cable across different DSLAMSs can also be averted.

6.3.3 Network conditions and possible constraints

The deployment of CLV astachniqueequires the introduction of an additional dedicated
equipment (CLVE) in the network per vectored cable and additaoasconnection panels. This
requires the availability of adequatpace powering andheatdissipationcapability.

The CLVE should be collocated with the DSLAMSs. If the distance between the DSLAM and the
CLVE is excessive, than crosstalk in the Tibleanight limit the vectoring performance gain.

If multiple SPs are involved the plans and execution of the CLVE deployandmhaintenance
require coordination among the SPs.

The CLVE should be able to support a number of ports up to the cable size

6.3.4 Operational conditions and possible constraints

The deployment of CLV astachniquerequires a change to the typical management architecture
and the deployment of additional systems for the management of CLVEs
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The CLVE could be managed by messages fromraagement system that are interpreted and
forwarded by the DSLAMSs or alternatively the CLVE could be managed by messages directly
addressed to the CLVE from the management system.

As mentioned above, the CLV architecture requires the support efedgrmentunctionality. In the
first alternative ilband management messages are interpreted and forwarded by the DSLAM. In
the second alternative eaf-band management messages are directly interpreted by the CLVE. In
the latter case, regulatory definitions imidpe required to determine information sharing to allow
mutual operation of different service providers.

Additional OAM activities are required as related to the CLV equipment and a number of these
activities need to be associated with the DSLAMs conddotegiven CLVE, e.qg.: line profiling,
monitoring and data collection, service asaae and troubleshooting.

The degree of management coordination increases at aSRdltsite where one or more CLVE are
a shared resource.

The addition of CLVE will neetb be addressed in the network management systems for inventory
management and service provisioning.

6.3.5 Possible regulatory requirements

In a multtSP environment there may be ukgory requirements related to the deployment of
shared CLVEs and the needSPs coordination.

As said aboveegulatory definitions might be requiratioutinformation sharingamongdifferent
service providers.

6.3.6 Foreseen availability
CLV is currently under research and development.
6.3.7 Case of Multiple Vector Groups

The CLVE performstte operation of vectoring by allocating all the lines in the cable to a single
vectored group hence it is indifferent to the number of DSLAMs and originated vectoring groups.
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7 Summary of mitigation techniques

In Secions6.1through6.3, threetechniquegor handling uncancelled crosstalk have been discussed
in detail: DSMbased techniques, xDLV, and CLV.

These threéechniquesdd to the othetlechniquesnentioned in thiFechnical Reportavailablity
of SLV vectoring implementations, vectorifigendly CPEs, avoidance of SLU at sites where
vectoring is deployed, and binder management.

XDLV can be used to remove eof-domain seHFEXT by extending the Vectored Group to span
across multiple DSLAM, thus yielding to potentially optimal performan¢glV may be used in

the future for the same purpose, although CLV is currently under research and development and
availability of mature producis still unclear. xDLV, and CLV do not cancel thedoman self

FEXT due to eventual presence of legacy CR¥s proposal for xDLV standardization has been
made as of the date of publication. The deployment of XDLV aside with the benefit of a wider
crosstalk cancellation introduces some additional operatimmalitions and possible constraints

with regard to those of BLV or SLV, and these are adddeissdetail in Sectios.2

DSM is an effectiveechniquefor the mitigation of all types of uncancelled crosstalk, i.e.
in-domainbut-of-domainself-FEXT andalien crosstalkin the case of mixed vectored VDSL2/ron
vectored VDSL2 scenarios, applying DS¥sed management to both the vectored and non
vectored lines preserves most of vectoring gains whitevectored lines are cappetispeeds
typical of legacynonvectored VDSL2 servicg40-50 Mbps) The speed cap imposed on the
legacy norvectored VDSL2 lines can even be higher tha'b@Mbps if the vectored lines are
capped to a maximum rate of 100 Mbps. This applies both to sleetlat the nenectored VDSL2
lines create irdomain or oubf-domain seHFEXT, i.e. regardless of whether they belong to the
same Vectored Group or are terminated on different DSLAMS.

In the case wéreout-of-domain seHFEXT is created by multiple Véared Groups, then the

multiple Vectored Groups cannot all operate at vectoring speed. ThuspBS#d techniques can

allow the lines of only one Vectored Group to operate at vectoring speeds whereas the lines in the
other Vectored Groups would have todapped to speeds typical of legacy +vactored VDSL2
services. In this case, other solutions like xDLV and Glwhen available on the markietould

be more effective as they would eliminate-otstdomain seHFEXT.

Along with the described performantadeoffs, the deployment of DSM as a technique in a
brownfield scenario introduces network and operatiooaditions and possible constraiirighe
processes and procedures required to effectively run such technique and these are addressed in
detail inSecton. 6.1

Avoidance of physical SLU could also be an effective solutepeddhg on the specific network
environmentHowever, even without physical SLU there are cases where uncancelled crosstalk
would still be presentor example: when legacy CPEs are present and cannot be upgraded, when a
single operator may have deployed two or more DSLAMSs at the cabinet and upgrades only one of
them to vectoring. In these cases, D8bbted techniques are an effective interim solution
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Deployment of Vectored DSL raises new operational issues for the network operator. If not
mitigated, uncancelled crosstalk could decrease the vectored lines perforrdgerasors have

several tools at their disposal for mitigating the impact of uredbtccrosstalk. Although none of

these tools by itself can completely remove all types of uncancelled crosstalk, using a combination
of SLV, xDLV, vectoring friendly CPEs, and DShased managemecdn maintain vectoring

gains in most deployments with orthwout physical SLUIn the future, solutions currently in

research and development such as CLV could further improve the set of tools.

March2014 © The Broadband Forumll rights reserved 44 0f 101



Techniques to Mitigate Uncancelled Crosstalk on Vectored VDSL2 Lines  TR-320Issuel

Overview of Appendixes

Appendix | shows rate regions oéetoed and nnvectored mixtures achieved by the optimal
spectrum balancing (OSB) DSM technigUdese regions show good traotiés, and in particular
the nonvectored lines can transmit reasonable bit fatekegacy VDSL2 servicewith very little
impact on the vectored group, if the reectored lines are pperly managed

Appendix Il shows rate regioms deployments of multiple vector groupshieved by OSB. This
concludeghat the tradeffs for the multiple vect@d groupcase ar@ot as good as they are for the
mixedvectored / nofvectored case, but theadeoff can still be controlled with DSM.

Appendix Il analyzes distributed user scenarios, with vectored anglewtored lines of differing

lengths in the same cables. These scenarios generally have similar or better performance at the same
loop lengh than scenarios with collocated subscribers and lines all of equal length, although it is
difficult to directly compare distributed scenarios and equal length scenarios. It is concluded that the
equal length scenarios are good representatives sincerénegth conceptually simple and

represent a type of worstse.

Appendix IV compares the iterative waterfilling (IWF) DSM technique to using flat power backoff.
While IWF does have advantages, flat power backoff provides nearly as good performance in most
cases while being simpler.

Appendix V shows rate regions of vectored and-mectored mixtures similar to those in Appendix
I, but derived using the simpler IWF technique instead of OSB. This simpler algorithm provides
performance similar to that of OSBnd allows the analyses to be extended to cover both ideal
cancellation as well as more realistic conditions, and with histogram plots.

Appendix VI shows some specific rateach plots for vectored and reactored mixtures, giving
examples of attractivieadeoffs that could be implemented in practice. Some-leig overall
conclusions are made about DSM for managing vectored andenbored mixtures.

Much of the analysis in the appendices plots achievable tradeoffs between vectored groups and non
vedored lines. A typical example is highlighted heré&igure7, which was calculated with

simulation details as given in Section V.2 using the IWF DSM technique. The case of a vectored

group mixed with nofvectored lines showsdhnonvectored lines may be run at-20 Mbps with
little impact on the vectored |linesdé speed. Th
rate of the two groups is substantially higher than the maximum bit rate of either group, and so the
tradeoff is better than a zesum game.
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Figure 7 - Downstream 1% worst case bit rates for DSM performed by IWF with the two
cases of mixed vectored and newectored VDSL?2 lines, and two vectored groups, 0.5 km loop,
collocated endpoints.

While Figure8 shows the various tradeoffs that may be chosen at a particular loop ggte3
then chooses a particular tradeoff at each loop length and shows a plot of bit rate asradtincti
loop length using the simulations as described in Appendix VI. This-tfid@s minimal impact
on the vectored lines.
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Figure 8 - Average downstream vectored bit rates, with nofvectored (NV) lines rate limited
by a cap and DSM performed by iterative waterfilling (IWF).
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Appendix I.  DSM Optimal Spectral Balancing (OSB) Simulation Results
Mix of Vectored and Nonvectored Lines

This appendix explores mixed deployments of vectored andvectiored VDSL2. Simulations are

run using lhe DSM level2 spectral optimization technique known as Optimal Spectrum Balancing
(OSB) [10]. These simulations assume that all subscribers are collocated. The achievable rate region
is found, showing the tradsaffs between vectored lines and negctoredines that can be achieved

by joint spectral optimization.

In general, the rate region trad# for the vectored group, and the group of +vactored lines, is
Asquari sh, 0 s hdfbetwean thatwggooapd. It ts shaveheo be generallyilpless

to run nonvectored lines at appreciable bit rates in the same binder as vectored lines, with almost
no degradation to the vectored lines, if the-mentored lines are properly managed.

.1 VDSL?2 Bit Rate Calculations

The simulations here calculate VD&Hownstream bit rates with both vectored VDSL2 and non
Vectored VDSL2.

The simulations use typical models and parameters, including the BT loop model, that are generally
found in the NICC DSM technical report [7], and the ANSI spectrum management diantldl 7

[8] Downstream VDSL2 Profile 17a is simulated. The transmit PSD is at most 3.5 dB below the
VDSL2 profile 998ADE17M2x-A PSD limit mask defined in Annex B of G.993.2 [1].

Additionally, transmit PSDs are limited to at mesb dBm/Hz to meet the .893.2 average power
constraint.

The margin is 6 dB and the total coding gain is 3 dB. Bit rates are calculated by summing the
capacity calculation of each 4.3125 kHz tone with a 9.75 dB SNR gap, with bits per Hz-per sub
carrier lower limited to at leasine bit and upper limited to 14 bits per Hz per-satrier. As

defined in T1.417, for VDSL2 6% guatthnd is imposed at the edge of each passband below 12
MHz and these guafdands carry no bits. Above 12 MHz, a guard band of 175 kHz is assumed at
the ed@ of each passband. Loops are all 0.4 mm / 26 AWG. AWGMAatdBm/Hz is added to

each receiver, unless noted otherwise.

Simulations with Optimal Spectrum Balancing (OSB) [10] have 1% waseé sambinder FEXT
plus-140 dBm/Hz noise, with two Cabinrbased VDSL2 and two Exchan@yased VDSL2
crosstalkers. The transmit PSDs of all VDSL2 lines are shaped by OSB. It is ideally assumed that
selFFEXT cancellation is perfect with vectoring, so there is no residual crosstalk between the
vectored lines, but the are two notvectored lines worstase crosstalkers into the vectored lines;
and there are also two vectored warase crosstalkers and one n@ttored worstase crosstalker

into the noravectored lines. The worstase FEXT from the newectored and #vectored lines into

the nonvectored lines is FSAN summed.

Note that average crosstalk from 24 disturbers is roughly equal to 99%oasestrosstalk from

two disturbers [See Appendix Ill] so the results here have slightly worse crosstalk thandale typi
case with a filled 2%air binder.
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For most simulations, it is assumed that the-wectored lines and the vectored lines all originate at
the same cabinet. Some additional cases were run withgwtored lines deployed from an
exchange, and vectorédes deployed from a cabinet. Theskle length is the distance from the
exchange to the cabinet. Thesidle length is the distance from the cabinet to theRT(dm).

1.2 Rate Regions

This section presents a g¢gener adthefundancenta esultsn o f
of this appendix. Two extremes are presented for illustration.

Achievable region

Non-vectored Bit Rate
(Mbps)

Vectored Bit Rate (Mbps)

Figurel-1-Fanci f ul i I 1 ust r arnegioo.  Thearfachiavalfiesegianeextends r at e
to infinity.
Figuretls hows a fictional il lustration of a fisquar

a vectored group and a set of agattored lines) have no interaction. Either set of lines can transmit
whatever rate they want without disturbing leather.

Achievabl
Region

Non-vectored Bit Rate
(Mbps)

Vectored Bit Rate (Mbps)

Figurel-2-Fanci f ul i || usturmabt-iegion. €lefunachievaldeeagion extends
to infinity.

Figurel2i s a fictional-sumbustt at r eams:a ectdren jraup,wo S Yy ¢
and a set of nomectored lines. As the bit rate of one system increases, the bit rate of the other

system decreases proportionally. Here one system can only increase speed by directly cutting into

the speed of the other system.
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Actual achievable rateegions are shown here for mixed deployments of a vectored group and a set
of nonvectored lines, and these are seen to generally offer favorableoffad®mewnhat similar to
the fisquareo rate region.

1.3 Downstream OSB Results

Optimal $ectrum Balancing (OSB) [10] is a DSM algorithm that finds the best transmit PSDs for
given bit rate tradeffs. While OSB is computationally intensive and generally suited to centralized
DSM implementations, there are a number of alternative algorithahsdh run in a nen

centralized, distributed, manner that either meet the OSB bit rates or come very close [6].

0.5 km, Downstream Bit Rate (Mbps) with OS
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Figure I1-3 - Vectored and nonvectored downstream bit rates with OSB, 0.5 km loop,
collocated endpoints.

Figure F3 shows the downstream bit rates that are achievable with OSB on a 0.5 km loop. An input
to the OSB algorithm is the tradef f par ameter Aw, 0 0 < w < 1; wh

weight each system. Here w is varied fromo @ in increments of 0.1, tracing obetpoints as
shown inFigure 3.

Figure 4 shows the downstream bit rates that are achievable with OSB on a 0.3 km loop, and
Figure I5 shows the downstream bit rates that are achievable with OSB on a 1.0 km loop.
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Figure 1-4 - Vectored and nonvectored downstream bit rates with OSB, 0.3 km loop,
collocated endpoints.
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Figure I-5 - Vectored and nonvectored downstream bit rates with OSB, 1.0 km loop,
collocated endpoints.

o

A case of mixed cabinet and exchaiiigesed lines is shown. Here the vectored lines are deployed
from the cabinet, the nevectored lines are deployed from #vechange, and both sets of lines
transmit in the same distribution cable for the full length from thenealsiigure 6 shows the
downstream bit rates that are achievable with OSB with 0.5-4smdElength from exchange to
cabnet, and 0.5 km Bide length from cabinet to customers.
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Figure 1-6 - Vectored and nonvectored downstream bit rates with OSB, 0.5 km Eide length
from exchange to cabinet, 0.5 km Bide length from cabinet to customers, clicated end
points.

o

1.4 Upstream OSB Results
Figure 7 shows the upstream bit rates that are achievable with OSB on a 0.5 km loop.

Upstream Bit Rate (Mbps) with OSB
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Figure 1-7 - Vectored and nonvectored upstream bit rates with OSB, & km loop, collocated
end-points.

Figure I8 shows the upstream bit rates that are achievable with OSB on a 1.0 km loop.
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Upstream Bit Rate (Mbps) with OSB
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Figure 1-8 - Vectored and nonvectored upstream bit rates with OSB, 1.0 km lop, collocated
end-points.

A case of mixed cabinet and exchaiiigesed lines is shown. Here the vectored lines are deployed
from the cabinet, the nevectored lines are deployed from the exchange, and both sets of lines
transmit in the same distributionkda for the full legth from the cabinetigure F9 shows the
upstream bit rates that are achievable with OSB with 0.5 dsmd=length from exchange to
cabinet, and 0.5 km {Side length from cabinet to customers.

Upstream Bit Rate (Mbps) with OSB
0.5 km E-side length, 0.5 km D-side length
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Non-Vectored (Exchange-based)
I
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0 10 20 30 40 50

Vectored (Cabinet-based)
Figure [-9 - Vectored and nonvectored upstream bit rates with OSB, 0.5 km Eside length
from exchange to cabinet, 0.5 km EBside length from cabinet to customers.

1.5 Comparative Plots- Downstream
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In this Section multiple curves are plottadthe saméigure to show trends of downstream data
rates as a function of distance, number of vectored lines, and varying background noise levels (e.qg.,
the level of flat AWGN-+background noise).

Downstream Bit Rate (Mbps) with OSB, 2x2 FEXT

100

90

i N\

=]
o 70
5 m- NS
£ 60
g N
Z 50 \
=]
2 40 .
30 H -140 dBm/Hz, d=0.5 km \\
20 A == -130 dBm/Hz, d=0.5 km ]
-140 dBm/Hz, d=0.3 km
10— -130 dBm/Hz, d=0.3 km l |
0 i ] ]
0 20 40 60 80 100 120 140 160
Vectored

Figure I-10- Vectored and na-vectored downstream bit rates with OSB, collocated end
points, with varying background noise levels and loop lengths. Network end points are
collocated and the loop length is d.

Figure F10 confirms that the dominant impairmeot vectored lines is additive background noise,
whereas the dominant impairment for ngattored lines is crosstalk at shorter distances.

A variation of 10 dB in the level of external background noise can produce wide variations of the
maximum data ratachievable by vectoddines, as shown iRigure F11. For example, at d=300m
and with no nofvectored FEXT the rates of vectored lines go from 155 Mbps down to 135 Mbps,
and at d=500m the rates of vectored lines go from 110 Moyws to 80 Mbps, as the background
noise increases by 10 dB.

Besides background noise, other fidealities such as imperfect crosstalk cancellation (not all

crosstalk is ideally cancelled by the vectoring engine) and partial cancellation (not atietstane
cancelled) can further reduce the maximum rate achievable by vectoring.
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Figure 1-11 - Vectored and nonvectored downstream bit rates with OSB, collocated end
points, with varying loop length.

Figure F11 shows that rather regular trends characterize the-tfisietween notwvectored and
vectored lines as loop length varies.

At d=300m, vectored lines can achieve 100 Mbps (an EU mandate) in worst case crosstalk
conditions and ideal vectog conditions (total seFEXT cancellation) while norectored lines
run at most at 65 Mbps which is a very high speed compared to what is deployed today with
ADSL2plus or even current offerings of VDSL2.

At d=500m, vectored lines can achieve 100 Mbpsanst case crosstalk conditions and ideal
vectoring conditions (total seREXT cancellation) while nomectored lines can run at most at 35
Mbps which is a very high speed compared to what is deployed today with ADSL2+, and which is
similar to current derings of VDSL2.

At longer and longer distances, the data rates ofvectored and vectored lines decrease rapidly
but the achievable rate region becomes more s
operate almost independently.
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